R Notebook

***8. In this exercise, we will generate simulated data, and will then use this data to perform best subset selection.***

1. Use the rnorm() function to generate a predictor X of length n = 100, as well as a noise vector ϵ of length n = 100.

set.seed(1)  
X = rnorm(100)  
eps = rnorm(100)

1. Generate a response vector Y of length n = 100 according to the model Y = β0 + β1X + β2X2 + β3X3 + ϵ, where β0, β1, β2, and β3 are constants of your choice.

By selecting β0 = 3, β1 = 2, β2 = -3, and β3 = 0.3

beta0 = 3  
beta1 = 2  
beta2 = -3  
beta3 = 0.3  
Y = beta0 + beta1 \* X + beta2 \* X^2 + beta3 \* X^3 + eps

1. Use the reg subsets() function to perform best subset selection in order to choose the best model containing the predictors X, X2,…,X10. What is the best model obtained according to Cp, BIC, and adjusted R2? Show some plots to provide evidence for your answer, and report the coefficients of the best model obtained. Note you will need to use the data.frame() function to create a single data set containing both X and Y .

install.Packages("leaps")

library(leaps)

## Warning: package 'leaps' was built under R version 4.2.1

data.full = data.frame(y = Y, x = X)  
mod.full = regsubsets(y ~ poly(x, 10, raw = T), data = data.full, nvmax = 10)  
mod.summary = summary(mod.full)  
  
# Find the model size for best cp, BIC and adjr2  
which.min(mod.summary$cp)

## [1] 3

which.min(mod.summary$bic)

## [1] 3

which.max(mod.summary$adjr2)

## [1] 3

# Plot cp, BIC and adjr2  
plot(mod.summary$cp, xlab = "Subset Size", ylab = "Cp", pch = 20, type = "l")  
points(3, mod.summary$cp[3], pch = 4, col = "red", lwd = 7)
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plot(mod.summary$bic, xlab = "Subset Size", ylab = "BIC", pch = 20, type = "l")  
points(3, mod.summary$bic[3], pch = 4, col = "red", lwd = 7)
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plot(mod.summary$adjr2, xlab = "Subset Size", ylab = "Adjusted R2", pch = 20,   
 type = "l")  
points(3, mod.summary$adjr2[3], pch = 4, col = "red", lwd = 7)
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coefficients(mod.full, id = 3)

## (Intercept) poly(x, 10, raw = T)1 poly(x, 10, raw = T)2   
## 3.07627412 2.35623596 -3.16514887   
## poly(x, 10, raw = T)7   
## 0.01046843

All statistics pick X7 over X3. The remaining coefficients are quite close to β s.

1. Repeat (c), using forward stepwise selection and also using backwards stepwise selection. How does your answer compare to the results in (c)?

mod.fwd = regsubsets(y ~ poly(x, 10, raw = T), data = data.full, nvmax = 10,   
 method = "forward")  
mod.bwd = regsubsets(y ~ poly(x, 10, raw = T), data = data.full, nvmax = 10,   
 method = "backward")  
fwd.summary = summary(mod.fwd)  
bwd.summary = summary(mod.bwd)  
which.min(fwd.summary$cp)

## [1] 3

which.min(bwd.summary$cp)

## [1] 3

which.min(fwd.summary$bic)

## [1] 3

which.min(bwd.summary$bic)

## [1] 3

which.max(fwd.summary$adjr2)

## [1] 3

which.max(bwd.summary$adjr2)

## [1] 3

# Plot the statistics  
par(mfrow = c(3, 2))  
plot(fwd.summary$cp, xlab = "Subset Size", ylab = "Forward Cp", pch = 20, type = "l")  
points(3, fwd.summary$cp[3], pch = 4, col = "red", lwd = 7)  
plot(bwd.summary$cp, xlab = "Subset Size", ylab = "Backward Cp", pch = 20, type = "l")  
points(3, bwd.summary$cp[3], pch = 4, col = "red", lwd = 7)  
plot(fwd.summary$bic, xlab = "Subset Size", ylab = "Forward BIC", pch = 20,   
 type = "l")  
points(3, fwd.summary$bic[3], pch = 4, col = "red", lwd = 7)  
plot(bwd.summary$bic, xlab = "Subset Size", ylab = "Backward BIC", pch = 20,   
 type = "l")  
points(3, bwd.summary$bic[3], pch = 4, col = "red", lwd = 7)  
plot(fwd.summary$adjr2, xlab = "Subset Size", ylab = "Forward Adjusted R2",   
 pch = 20, type = "l")  
points(3, fwd.summary$adjr2[3], pch = 4, col = "red", lwd = 7)  
plot(bwd.summary$adjr2, xlab = "Subset Size", ylab = "Backward Adjusted R2",   
 pch = 20, type = "l")  
points(4, bwd.summary$adjr2[4], pch = 4, col = "red", lwd = 7)
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coefficients(mod.fwd, id = 3)

## (Intercept) poly(x, 10, raw = T)1 poly(x, 10, raw = T)2   
## 3.07627412 2.35623596 -3.16514887   
## poly(x, 10, raw = T)7   
## 0.01046843

coefficients(mod.bwd, id = 3)

## (Intercept) poly(x, 10, raw = T)1 poly(x, 10, raw = T)2   
## 3.078881355 2.419817953 -3.177235617   
## poly(x, 10, raw = T)9   
## 0.001870457

coefficients(mod.fwd, id = 4)

## (Intercept) poly(x, 10, raw = T)1 poly(x, 10, raw = T)2   
## 3.112358625 2.369858879 -3.275726574   
## poly(x, 10, raw = T)4 poly(x, 10, raw = T)7   
## 0.027673638 0.009997134

Here, X7 is chosen over X3 by forward stepwise. While backward stepwise with four variables selects X4 and X7, backward stepwise with three variables selects X9. Near s, all other coefficients are.

1. Now fit a lasso model to the simulated data, again using X, X2, …,X10 as predictors. Use cross-validation to select the optimal value of λ. Create plots of the cross-validation error as a function of λ. Report the resulting coefficient estimates, and discuss the results obtained.

Training Lasso on the data

library(glmnet)

## Warning: package 'glmnet' was built under R version 4.2.1

## Loading required package: Matrix

## Loaded glmnet 4.1-4

xmat = model.matrix(y ~ poly(x, 10, raw = T), data = data.full)[, -1]  
mod.lasso = cv.glmnet(xmat, Y, alpha = 1)  
best.lambda = mod.lasso$lambda.min  
best.lambda

## [1] 0.03991416

plot(mod.lasso)

![](data:image/png;base64,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)

# Next fit the model on entire data using best lambda  
best.model = glmnet(xmat, Y, alpha = 1)  
predict(best.model, s = best.lambda, type = "coefficients")

## 11 x 1 sparse Matrix of class "dgCMatrix"  
## s1  
## (Intercept) 3.0398151056  
## poly(x, 10, raw = T)1 2.2303371338  
## poly(x, 10, raw = T)2 -3.1033192679  
## poly(x, 10, raw = T)3 .   
## poly(x, 10, raw = T)4 .   
## poly(x, 10, raw = T)5 0.0498410763  
## poly(x, 10, raw = T)6 .   
## poly(x, 10, raw = T)7 0.0008068431  
## poly(x, 10, raw = T)8 .   
## poly(x, 10, raw = T)9 .   
## poly(x, 10, raw = T)10 .

Lasso also picks X5 over X3. It also picks X7 with negligible coefficient.

1. Now generate a response vector Y according to the model Y = β0 + β7X7 + ϵ, and perform best subset selection and the lasso. Discuss the results obtained.

Create new Y with different β7=7.

beta7 = 7  
Y = beta0 + beta7 \* X^7 + eps  
# Predict using regsubsets  
data.full = data.frame(y = Y, x = X)  
mod.full = regsubsets(y ~ poly(x, 10, raw = T), data = data.full, nvmax = 10)  
mod.summary = summary(mod.full)  
  
# Find the model size for best cp, BIC and adjr2  
which.min(mod.summary$cp)

## [1] 2

which.min(mod.summary$bic)

## [1] 1

which.max(mod.summary$adjr2)

## [1] 4

coefficients(mod.full, id = 1)

## (Intercept) poly(x, 10, raw = T)7   
## 2.95894 7.00077

coefficients(mod.full, id = 2)

## (Intercept) poly(x, 10, raw = T)2 poly(x, 10, raw = T)7   
## 3.0704904 -0.1417084 7.0015552

coefficients(mod.full, id = 4)

## (Intercept) poly(x, 10, raw = T)1 poly(x, 10, raw = T)2   
## 3.0762524 0.2914016 -0.1617671   
## poly(x, 10, raw = T)3 poly(x, 10, raw = T)7   
## -0.2526527 7.0091338

xmat = model.matrix(y ~ poly(x, 10, raw = T), data = data.full)[, -1]  
mod.lasso = cv.glmnet(xmat, Y, alpha = 1)  
best.lambda = mod.lasso$lambda.min  
best.lambda

## [1] 12.36884

best.model = glmnet(xmat, Y, alpha = 1)  
predict(best.model, s = best.lambda, type = "coefficients")

## 11 x 1 sparse Matrix of class "dgCMatrix"  
## s1  
## (Intercept) 3.820215  
## poly(x, 10, raw = T)1 .   
## poly(x, 10, raw = T)2 .   
## poly(x, 10, raw = T)3 .   
## poly(x, 10, raw = T)4 .   
## poly(x, 10, raw = T)5 .   
## poly(x, 10, raw = T)6 .   
## poly(x, 10, raw = T)7 6.796694  
## poly(x, 10, raw = T)8 .   
## poly(x, 10, raw = T)9 .   
## poly(x, 10, raw = T)10 .

Lasso also picks the best 1-variable model but intercet is quite off (3.8 vs 3).

***9. In this exercise, we will predict the number of applications received using the other variables in the College data set.***

1. Split the data set into a training set and a test set.

library(ISLR)  
set.seed(11)  
sum(is.na(College))

## [1] 0

train.size = dim(College)[1] / 2  
train = sample(1:dim(College)[1], train.size)  
test = -train  
College.train = College[train, ]  
College.test = College[test, ]

1. Fit a linear model using least squares on the training set, and report the test error obtained.

lm.fit = lm(Apps~., data=College.train)  
lm.pred = predict(lm.fit, College.test)  
mean((College.test[, "Apps"] - lm.pred)^2)

## [1] 1026096

Test RSS is 1026096.

1. Fit a ridge regression model on the training set, with λ chosen by cross-validation. Report the test error obtained.

library(glmnet)

train.mat = model.matrix(Apps~., data=College.train)  
test.mat = model.matrix(Apps~., data=College.test)  
grid = 10 ^ seq(4, -2, length=100)  
mod.ridge = cv.glmnet(train.mat, College.train[, "Apps"], alpha=0, lambda=grid, thresh=1e-12)  
lambda.best = mod.ridge$lambda.min  
lambda.best

## [1] 0.01

ridge.pred = predict(mod.ridge, newx=test.mat, s=lambda.best)  
mean((College.test[, "Apps"] - ridge.pred)^2)

## [1] 1026069

Test RSS is almost equal to OLS, 1026069.

1. Fit a lasso model on the training set, with λ chosen by crossvalidation. Report the test error obtained, along with the number of non-zero coefficient estimates.

mod.lasso = cv.glmnet(train.mat, College.train[, "Apps"], alpha=1, lambda=grid, thresh=1e-12)  
lambda.best = mod.lasso$lambda.min  
lambda.best

## [1] 0.01

lasso.pred = predict(mod.lasso, newx=test.mat, s=lambda.best)  
mean((College.test[, "Apps"] - lasso.pred)^2)

## [1] 1026036

Test RSS is almost equal to OLS, 1026036.

mod.lasso = glmnet(model.matrix(Apps~., data=College), College[, "Apps"], alpha=1)  
predict(mod.lasso, s=lambda.best, type="coefficients")

## 19 x 1 sparse Matrix of class "dgCMatrix"  
## s1  
## (Intercept) -471.39372052  
## (Intercept) .   
## PrivateYes -491.04485137  
## Accept 1.57033288  
## Enroll -0.75961467  
## Top10perc 48.14698892  
## Top25perc -12.84690695  
## F.Undergrad 0.04149116  
## P.Undergrad 0.04438973  
## Outstate -0.08328388  
## Room.Board 0.14943472  
## Books 0.01532293  
## Personal 0.02909954  
## PhD -8.39597537  
## Terminal -3.26800340  
## S.F.Ratio 14.59298267  
## perc.alumni -0.04404771  
## Expend 0.07712632  
## Grad.Rate 8.28950241