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**Введение**

Выбранной темой магистерской диссертации является «Исследование применимости нейронных сетей для прогнозирования временных рядов».

Прогнозирование временных рядов является одним из важнейших современных инструментов для исследования и анализа во многих областях науки и практики. Многие задачи, для которых имеются данные наблюдений за достаточно продолжительные промежутки времени, можно автоматизировать и оптимизировать за счёт прогноза и его анализа. Прогноз не даёт точного результата, но позволит указать основные тенденции развития временного ряда, что уже может помочь во многих сферах.

Построение сложных моделей для экономических прогнозов можно значительно упростить, используя искусственный интеллект (ИИ). По прогнозам экспертов НИУ ВШЭ, объем рынка ИИ к 2025 возрастет в 150 раз по отношению к 2016 г. и достигнет значения в 59,7 млрд долл. США.[[1]](#footnote-1) П оценкам специалистов, благодаря ИИ, к 2030 г. мировой ВВП вырастет на 15,7 трлн долл. Ожидается, что основные положительные эффекты от применения ИИ будут получены за счет оптимизации бизнес-процессов и расширения возможностей автоматизации ручного труда в пользу развития концептуального мышления; исключения субъективности и иррациональности в анализе и принятии решений[[2]](#footnote-2).

Прогнозирование временных рядов с использованием нейронных сетей стало одним из наиболее перспективных направлений в области искусственного интеллекта. Нейронные сети, благодаря своей способности обучаться на основе большого количества данных, могут предоставить более точные прогнозы, чем традиционные методы. Кроме того, они могут обрабатывать большие объемы информации и учитывать нелинейные зависимости между различными факторами, что особенно важно в случае сложных и динамичных временных рядов.

Цель работы заключается в исследовании применимости нейронных сетей для прогнозирования временных рядов в экономике и других областях, а также в сравнительном анализе с традиционными методами прогнозирования.

Поставленная цель обусловливает необходимость решения следующих задач:

1. Провести обзор литературы и анализ существующих методов прогнозирования временных рядов, включая традиционные статистические методы и методы на основе искусственных нейронных сетей.
2. Изучить различные архитектуры нейронных сетей и методы их обучения.
3. Подготовить данные для прогнозирования
4. Подобрать оптимальные параметры для различных архитектур нейронных сетей и методов обучения на основе анализа результатов экспериментов с использованием различных наборов данных.
5. Разработать модели нейронных сетей для прогнозирования различных временных рядов в экономике и других областях, используя подходы, описанные в пунктах 2 и 3.
6. Разработать и апробировать модель для прогнозирования различных временных рядов и оценить ее эффективность по сравнению с традиционными методами
7. Сравнить эффективность разработанных моделей нейронных сетей с традиционными методами прогнозирования, такими как ARIMA и экспоненциальное сглаживание, на основе различных критериев качества прогнозирования, включая среднеквадратическую ошибку и коэффициент детерминации.
8. Проанализировать применимость различных архитектур и методов обучения нейронных сетей для прогнозирования различных видов временных рядов, и оценить их преимущества и недостатки.
9. Сделать выводы о применимости нейронных сетей для прогнозирования временных рядов и их эффективности по сравнению с традиционными методами, а также о возможных направлениях дальнейших исследований в области прогнозирования временных рядов с использованием нейронных сетей.

Предметом исследования является применение нейронных сетей для прогнозирования временных рядов. В работе будут рассмотрены различные типы нейронных сетей и методы их применения для прогнозирования временных рядов. Также будут исследованы различные подходы к предобработке данных и выбору оптимальных параметров моделей. Результаты исследования могут быть применены в различных областях, где требуется прогнозирование временных рядов, например, в экономике, финансах, метеорологии и т.д.

Объект исследования – математические модели на базе нейронных сетей и деревьях поиска решений.

Степень изученности проблемы. Вопросами применимости нейронных сетей и искусственного интеллекта для прогнозирования финансовых процессов занимаются многие российские и зарубежные ученые. Наработана база методов и моделей для решения стандартных задач. Но в последнее время в связи с активным развитием нейронных сетей существующие данные быстро устаревают, что вызывает необходимость более глубокого изучения вопроса.

Научная новизна работы заключается не в самом факте использования нейронных сетей в экономике, а в том, что она предлагает новый подход к их применению в задаче прогнозирования временных рядов в экономике. В частности, работа будет посвящена исследованию применимости различных архитектур нейронных сетей и методов их обучения для решения конкретной задачи прогнозирования временных рядов в экономике. Также, будет рассмотрено сравнение результатов, полученных с помощью нейронных сетей, с другими методами прогнозирования временных рядов в экономике. Таким образом, данная работа предлагает новый подход к решению задачи прогнозирования временных рядов в экономике с использованием нейронных сетей.

Практическая значимость работы состоит в том, что результаты могут быть использованы для улучшения качества прогнозирования в различных областях, а также для продолжения исследований в области искусственного интеллекта и прогнозирования временных рядов.

Данная работа будет иметь прикладную ценность для специалистов в области экономики и бизнес-аналитики, так как рассматриваемая задача имеет практическую значимость для принятия решений в различных сферах деятельности.

Исследование базируется на анализе данных, предоставленных в открытом доступе биржами, международными консалтинговыми компаниями, аналитическими центрами и официальными источниками данных Центрального банка (Банка России).

Теоретической и методологической основой исследования послужили труды отечественных и зарубежных ученых. В работе использованы материалы специализированных периодических изданий, авторефераты диссертаций, материалы научно-практических конференций.

При обработке результатов исследования применялись методы логического, сравнительного, структурного, системного, экономического и статистического анализов.

При выполнении магистерской диссертации используется научная литература, представленная в списке использованных источников, а также материалы научно-практических конференций и данные из периодических изданий.

Планируемый результат работы создание моделей нейронных сетей для прогнозирования временных рядов в экономике и сравнение результатов с другими методами прогнозирования временных рядов.
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