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I just got back to the US after spending 3 months in Berlin, and I’ve now got plenty of ideas kicking around that I need to get on to paper.   Recall that lately I’ve been blogging about [solid modeling](https://0fps.wordpress.com/2012/07/10/smooth-voxel-terrain-part-1/) and in particular, we talked about [meshing isosurfaces](https://0fps.wordpress.com/2012/07/12/smooth-voxel-terrain-part-2/) last time.  However, in the examples from our previous discussion we only looked at some fairly small volumes.  If our ultimate goal is to create something like Minecraft, where we use large volumetric objects to represent terrain, then we have to contend with the following difficult question:

**How do we efficiently render large, dynamic, volumetric terrains?**

One source of inspiration is to try generalizing from the 2D case.  From the mid-90’s to the early 2000’s this was a hot topic in computer graphics, and many techniques were discovered, like the [ROAM algorithm](http://www.cognigraph.com/ROAM_homepage/) or [Geometry Clipmaps](http://research.microsoft.com/en-us/um/people/hoppe/proj/geomclipmap/).  One thing that seems fundamental to all of these approaches is that they make use of the concept of [level-of-detail](http://en.wikipedia.org/wiki/Level_of_detail), which is the idea that the complexity of geometry should scale inversely with the viewing distance.  There at least a couple of good reasons why you might want to do this:

* Simplifying the geometry of distant objects can potentially speed up rendering by reducing the total number of vertices and faces which need to be processed.
* Also, rendering distant objects at a high resolution is likely to result in [aliasing](http://en.wikipedia.org/wiki/Aliasing), which can be removed by filtering the objects before hand.  This is the same principle behind [mip-mapping](http://en.wikipedia.org/wiki/Mipmap), which is used to reduce artefacts in texture mapping distant objects.

Level of detail is a great concept in both theory and practice, and today it is applied almost everywhere.  However, level of detail is more like a general design principle than an actual concrete algorithm.  Before you can use it in a real program, you have to say what it means to ***simplify*** geometry in the first place.  This motivates the following more specific question:

How do we simplify isosurfaces?

Unfortunately, there probably isn’t a single universal answer to the question of what it means to `simplify` a shape, but clearly some definitions are more useful than others.  For example, you would hardly take me seriously if I just defined some geometry to be `simpler’ if it happened to be the output from some arbitrarily defined `simplification algorithm’ I cooked up.  A more principled way to go about it is to define simplification as a type of optimization problem:

Given some input shape ![X](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAALBAMAAAC9q6FRAAAAMFBMVEX///8zMzPIyMh2dnZbW1vW1ta7u7tpaWmtra1OTk6EhITy8vKgoKCRkZE/Pz/j4+OoS4M9AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAASElEQVQIHWNgYDJ0ZUisYGBg4FzAoAakGDikWRVANINMEJhiuJcAoRUhNH+zA5j/g1UURHM3MDiD6L8MDIkbGBiUxRm4DT0YAJTgChR2UN47AAAAAElFTkSuQmCC), a class of simpler shapes ![S](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAALBAMAAABbgmoVAAAAMFBMVEX///8zMzPj4+OgoKCtra3W1ta7u7uEhITy8vI/Pz9bW1t2dnbIyMhpaWlOTk6RkZFR24S+AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAATElEQVQIHWNgYFB2Nk1gYGAtYOhUYGDgamDgZmBgYGxg4AFSvI+BQkBgJRkApvkfMDAwNTBwTGBg4G8AaWHgcmDobmBgYA52tmBgAABzOgoiSWyFogAAAABJRU5ErkJggg==) and a metric ![d](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAALBAMAAABfd7ooAAAAKlBMVEX///8zMzORkZG7u7vy8vLIyMhbW1vj4+PW1tatra1paWmEhISgoKBOTk4a3xrfAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAQ0lEQVQIHWNgYGBQNAASDIwOIDIMRDAoAXGRcSoDA3sKhwADA9sE5gUMDI4O3AcYGGIZeNsZGGoZAjkZGHgmd1swAADJzAhHqOFKtwAAAABJRU5ErkJggg==) on the space of all shapes, find some approximate shape ![Y \in S](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACwAAAAMBAMAAADrBkIEAAAAMFBMVEX///8zMzPj4+OEhIRbW1u7u7ugoKBpaWnW1tby8vLIyMhOTk6tra0/Pz+RkZF2dnaYyKGTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAq0lEQVQYGWNQFglgYBNWYEAAppy0VgaGcgYGtgaEIANDMwPnJQaGwAkMERDR/P9/QAxPBoYPDAyMCVwLwML6DWCKQZKBASjAvKELwv0JoRiqk0AMDpkAMJ/jAJgC2uR4A8S6DOGy1f+HmM3A8BokIgER5lkAoTUZGOYCWVwCEC6TAYR+CXIiAwNfAYTLYAWhfRg4gZYzvfWBCjO/ADMyctImQEUgVBvMSgYGAHy+IiivHtT8AAAAAElFTkSuQmCC) such that ![d(X, Y)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADYAAAASBAMAAADiVjDOAAAAMFBMVEX///8zMzORkZG7u7vy8vLIyMhbW1vj4+PW1tatra1paWmEhISgoKBOTk52dnY/Pz8zTq5MAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABG0lEQVQYGWWQu0rDUBjHf20azylJpYOIt0VfoKkOVlzi4G4RdNHQQUEXCW5FBRdxcIm4FsmqUwcFxzxCH8GCb+HiOV8uFPyG//Wc5OOAzHFOs5gURmWzaa5vi8j7X1GPbbgenIA7vaD7Zu3NYoC/GquxNbXww2BrzKF18A7+PaRWHzEx2FzQB9ZBN6Rn6MvqDZVaWnuwaKaWufbUCK63zrV8uhNIA95ETu2iznTbka5fdnpZVMRc4qTSqddBcY9fERF7oZe538YM9VLZ5WKTU1qPdpdGwlXRuW0RI+7oNxmYlWR3hiaup9J94r889fghWqExvYTnENUxbCYVZCcngyouZf5mMF8GOJXK3xp0Ukb7pZA/i9muokok/AFBSDBX0v+HOgAAAABJRU5ErkJggg==) is minimized:

![\mathop{\mathrm{argmin}} \limits_{Y \in S} d(X, Y)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGoAAAAdBAMAAACwKOTdAAAAMFBMVEX///8zMzPj4+O7u7uRkZHIyMhpaWlOTk7y8vKtra1bW1ugoKB2dnbW1taEhIQ/Pz8j3D7AAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACUElEQVQ4EbVUz2sTQRh9me0kTdLZxov1B4YVhBIF3TYFtZLSQjx4aqqHQppDClLILYjet6J48LISEUItLJSCioWAF0XQFC9ehPirgmC7YAvxIPYvEL/ZdTdLUnE9+B2+731v3puZHWYW+Etc7B03e6kuhjW6CGpP9FJAXzPAqgHswT7NQ4GqdKaf0ucAvr6GkYoUnDykI5nWmB1Q7wEjRpvYmI1L7uACkGwBZbf7Uy6iSkPxA6LgKkYM5Ah9B8uex+lX2+zbhYni2jm79gafLf7o/QtHlmdlWQ9/dDog0uDSv4ToZExTVj8kCrcYv4arGAevYrYQo40cy64KW+qndZkp1KrjnwAzojrfxWArookULmMLooq3iOpgD0RKsaV4xnOJgw4qAZlxk2ZXzU8Qu6jglHRtIWoiYSplx8XuW9Ir46eTS0g2B0xuQak/7XYtGmqDN0mWEUccMSUXjGER0WVuIUlU11qziL2Tp9Fv4jGNyuAppyzhKBJPuAVV++1yvsvZ4TBm4rDoUAA6cWRA16ZMCdhB8utopZjW+L4heyN9Yyg3395Ii/n21AqStc0cXqO0H/3rD4E7Btg0VYqykyltate3PRysZ/2GaR7s3Kg6MOaxwTrgN4qPOrc3/uxuw6cDQJhec9MDzhf6zd5gtJf2J+od+n/M8SsYdheOZ2uhl6FrccYVtyEfYshY4Rqd/XOdnmEhpIVk974AitT/2AlvQoQc8gZDvGyFtw2SNJHPmwJxPbyLnifkv0+FaoR2iQUNYJPAXH0Z/xi382Y4xy+lU4OKrNGyRQAAAABJRU5ErkJggg==)

The intuition behind this is that we want to find a shape ![Y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAALBAMAAABWnBpSAAAALVBMVEX///8zMzPj4+OEhIRbW1u7u7ugoKBpaWnW1tby8vLIyMhOTk6tra0/Pz+RkZF5Nqa3AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAARElEQVQIHWNQFglgYBNWYGAoZ2Bga2BgYAicwBABpBgYE7gWgGjmDV0gioFDJgBMM1yGUAwSEJpLAELzFYBpprc+IBoAozkIcRI17SUAAAAASUVORK5CYII=) which is the **best** approximation of ![X](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAALBAMAAAC9q6FRAAAAMFBMVEX///8zMzPIyMh2dnZbW1vW1ta7u7tpaWmtra1OTk6EhITy8vKgoKCRkZE/Pz/j4+OoS4M9AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAASElEQVQIHWNgYDJ0ZUisYGBg4FzAoAakGDikWRVANINMEJhiuJcAoRUhNH+zA5j/g1UURHM3MDiD6L8MDIkbGBiUxRm4DT0YAJTgChR2UN47AAAAAElFTkSuQmCC) that we can hope to find subject to some information constraint.  This constraint is embodied in that class ![S](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAALBAMAAABbgmoVAAAAMFBMVEX///8zMzPj4+OgoKCtra3W1ta7u7uEhITy8vI/Pz9bW1t2dnbIyMhpaWlOTk6RkZFR24S+AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAATElEQVQIHWNgYFB2Nk1gYGAtYOhUYGDgamDgZmBgYGxg4AFSvI+BQkBgJRkApvkfMDAwNTBwTGBg4G8AaWHgcmDobmBgYA52tmBgAABzOgoiSWyFogAAAABJRU5ErkJggg==), which we could take to be the set of all shapes having a strictly shorter description than ![X](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAALBAMAAAC9q6FRAAAAMFBMVEX///8zMzPIyMh2dnZbW1vW1ta7u7tpaWmtra1OTk6EhITy8vKgoKCRkZE/Pz/j4+OoS4M9AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAASElEQVQIHWNgYDJ0ZUisYGBg4FzAoAakGDikWRVANINMEJhiuJcAoRUhNH+zA5j/g1UURHM3MDiD6L8MDIkbGBiUxRm4DT0YAJTgChR2UN47AAAAAElFTkSuQmCC) (for example, we could require that ![Y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAALBAMAAABWnBpSAAAALVBMVEX///8zMzPj4+OEhIRbW1u7u7ugoKBpaWnW1tby8vLIyMhOTk6tra0/Pz+RkZF5Nqa3AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAARElEQVQIHWNQFglgYBNWYGAoZ2Bga2BgYAicwBABpBgYE7gWgGjmDV0gioFDJgBMM1yGUAwSEJpLAELzFYBpprc+IBoAozkIcRI17SUAAAAASUVORK5CYII=) has fewer vertices, edges, faces, voxels, etc.).  This is of course only a meta-definition, and to make it concrete we need to plug in a metric, ![d](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAALBAMAAABfd7ooAAAAKlBMVEX///8zMzORkZG7u7vy8vLIyMhbW1vj4+PW1tatra1paWmEhISgoKBOTk4a3xrfAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAQ0lEQVQIHWNgYGBQNAASDIwOIDIMRDAoAXGRcSoDA3sKhwADA9sE5gUMDI4O3AcYGGIZeNsZGGoZAjkZGHgmd1swAADJzAhHqOFKtwAAAABJRU5ErkJggg==). The choice of this metric determines what shapes you consider to be good approximations.

While there are as many different approaches to this problem as there are metrics, for the purposes of discussion we shall classify them into two broad categories:

1. **Surface**:  Metrics that operate on meshed isosurfaces.
2. **Volumetric**: Metrics which operate directly on the sampled potential function.

I’ll eventually write a bit about both of these formulations, but today I’ll be focusing on the first one:

Surface Simplification

Of these two general approaches, by far the most effort has been spent on mesh simplification.  There are a many high quality resources out there already, so I won’t waste much space talking about the basics here, and instead refer you to the following reference:

D. Luebke. (2001)”[A Developer’s Survey of Mesh Simplification Algorithms](http://www.cs.virginia.edu/~luebke/publications/pdf/cg+a.2001.pdf)” IEEE Computer Graphics and Applications.

Probably the most important class of metrics for surface simplification are the so-called quadratic error metrics.  These approaches were described by Michael Garland and Paul Heckbert back in 1997:

M. Garland, P. Heckbert.  (1997) “[Surface Simplification Using Quadratic Error Metrics](http://www1.cs.columbia.edu/~cs4162/html05s/garland97.pdf)” SIGGRAPH 1997

Intuitively, quadratic error metrics measure the difference in the discrete curvature of two meshes locally.  For piecewise linear meshes, this makes a lot of sense, because in flat regions you don’t need as many facets to represent the same shape.  Quadratic error metrics work exceptionally well — both in theory and in practice — and are by far the dominant approach to mesh simplification.  In fact, they have been so successful that they’ve basically eliminated all other competition, and now pretty much every approach to mesh simplification is formulated within this framework.  Much of the work on mesh simplification today, instead focuses on the problem of implementing and optimizing.  These technical difficulties are by no means trivial, and so what I will discuss here are some neat tricks that can help with simplifying isosurface meshes.

One particularly interesting paper that I’d like to point out is the following:

D. Attali, D. Cohen-Steiner, H. Edelsbrunner. (2005) “[Extraction and Simplification of Iso-surfaces in Tandem](ftp://ftp-sop.inria.fr/geometrica/dcohen/Papers/sgp_he_da.pdf)” Eurographics Symposium on Geometry Processing.

This article was brought to my attention by [Carlos Scheid](http://cscheid.net/) in the comments on my last post.  The general idea is that if you run your favorite mesh simplification algorithm in parallel while you do isosurface extraction, then you can avoid having to do simplification in one shot.  This is a pretty neat general algorithm design principle: often it is much faster to execute an algorithm incrementally than it is to do it in one shot.  In this case, the speed up ends up being on the order of ![O(n^{2/3})](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADQAAAATBAMAAAAt/zNWAAAAMFBMVEX///8zMzOtra2goKC7u7uRkZHj4+PW1tZpaWlOTk7IyMjy8vI/Pz+EhIR2dnZbW1t8O9OXAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABLUlEQVQoFWWQLU8DQRCGn17vurleW0iwiEtbfKnCkJSQpkkTkv6E40MgEBeCIdCkCoOpQtdimiXYCrCoEyQkKCxVKAyG2b27HB8jZt953tnd2YX/UdG/WTWydfMZPNpNwsI+tFL1Shov+CiR1hYmNruJHzNAz/EiAU63H1HtWAu9gBHuNRXpVVdwQz2/ekkgXQvNBG4FbuGnmyjPcAT4PV4IngTucJxZQxV7OEktokV9KnCTMWyc7XbU+iNHBMMu7FEaifUuQt1/sWr2dkyCOfshBGtiVRqhMifIgDbm3M3k+Q/SQ02XE4EqTq0+tRAuYzPGOf6FTrHJLdwp1U9YgW1OnMLhFcZtGYeGZkl98MOa5NoNc5Wt5qOyeMtFttrvTfXpH+ugqN2o0EaFfANoIjgAye2kwQAAAABJRU5ErkJggg==).  This is probably the fastest method I’ve seen for simplifying an isosurface, but the speed comes at the cost of greater implementation complexity.  But, if you are planning on doing mesh simplification, and you feel confident in your coding skills, then there is no practical reason not to use this technique.

I also learned of another neat reference from [Miguel Cepero’s blog](http://procworld.blogspot.com/2011/10/playing-dice-with-mesh-simplification.html):

J. Wu, L. Kobbelt. (2002) “[Fast Mesh Decimation by Multiple-Choice Techniques](http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.19.7091&rep=rep1&type=pdf)” VMV 2002

It describes an incredibly simple Monte-Carlo algorithm for simplifying meshes.  The basic idea is that instead of using a priority queue to select the edge with least error, you just pick some constant number of edges (say 10) at random, then collapse the edge in this set with least error.  It turns out that for sufficiently large meshes, this process converges to the optimal simplified mesh quite well.  According to Miguel, it is also quite a bit faster than the standard heap/binary search tree implementation of progressive meshes.  Of course Attali et al.’s incremental method should be even faster, but I still think this method deserves some special mention due to its extreme simplicity.

General purpose surface simplification is usually applied to smaller, discrete objects, like individual characters or static set pieces.  Typically, you precalculate several simplified versions of each mesh and cache the results; then at run time, you just select an appropriate level of detail depending on the distance to the camera and draw that.  This has the advantage that only a very small amount of work needs to be done each frame, and that it is quite efficient for smaller objects.  Unfortunately, this technique does not work so well for larger objects like terrain.  If an object spans many levels of detail, ideally you’d want to refine parts of it adaptively depending on the configuration viewer.

This more ambitious approach requires dynamically simplifying the mesh.  The pioneering work in this problem is the following classic paper by Hugues Hoppe:

H. Hoppe.  (1997) “[View-dependent refinement of progressive meshes](http://research.microsoft.com/en-us/um/people/hoppe/proj/vdrpm/)” ACM SIGGRAPH 1997

Theoretically, this type of approach sounds really great, but in practice it faces a large number of technical challenges.  In particular, the nature of progressive meshing as a series of sequential edge collapses/refinements makes it difficult to compute in parallel, especially on a GPU.   As far as I know, the current state of the art is still the following paper:

L. Hu, P. Sander, H. Hoppe. (2010) “[Parallel View-Dependent Level-of-Detail Control](http://research.microsoft.com/en-us/um/people/hoppe/proj/pvdlod/)” IEEE Trans. Vis. Comput. Graphics. 16(5)

The technology described in that document is quite impressive, but it has a several drawbacks that would prevent us from using it in volumetric terrain.

1. The first point is that it requires some fairly advanced GPU features, like geometry shaders and hardware tesselation.  This rules out a WebGL implementation, which is quite unfortunate.
2. The second big problem is that even though it is by far the fastest known method for continuous view-dependent level of detail, it still is not quite good enough for real time game.  If you have a per-frame budget of 16 ms **total**, you can’t afford to spend 22 ms just generating the geometry — and note that those are the times reported in the paper, taking into account amortization over multiple frames :(.  Even if you throw in every optimization in the book, you are still looking at a huge amount of work per frame just to compute the level of detail.
3. Another blocking issue is that this approach is does not work with dynamic geometry, since it requires a lot of precalculated edge collapses.  While it might be theoretically possible to update these things incrementally, in practice it would probably require reworking this algorithm from scratch,.
4. Finally, it also is not clear (at least to me) how one would adapt this type of method to deal with large, streaming, procedural worlds, like those in Minecraft.  Large scale mesh simplification is by nature a global operation, and it is difficult to convert this into something that works well with paging or chunked data.

Next Time

Since this post has now grown to about 1700 words, I think I’ll break it off here.  Next time we’ll look at volumetric isosurface simplification.  This is a nice alternative to surface simplification, since it is a bit easier to implement view dependent level of detail.  However, it has its own set of problems that we’ll soon discuss.  I still haven’t found a solution to this problem which I am completely happy with.  If anyone has some good references or tips on rendering large volumetric data sets, I’d be very interested to hear about it.