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The past few months I’ve been working to move more of my work into JavaScript, and in particular the node.js ecosystem.  I hope that by doing this I will be able to create better demos and applications that are easier to use as well as develop.

Numerical Computing in a Hostile Environment

But despite the numerous practical advantages to working in JavaScript (especially from a user experience perspective) there are still many things that JS just sucks at.  For me the most painful of these is the weak support for numerical computing and binary data types.  These problems are due to fundamental limitations of the language, and not something that can be papered over in a library.  For example, in JS there is:

* No pass-by-value for non-primitive data types
* No way to control memory alignment for members of objects
* No way to [restrict](http://en.wikipedia.org/wiki/Restrict) references to pointers/prevent aliasing
* No way to ensure arrays of objects are allocated in place
* No [operator overloading](http://en.wikipedia.org/wiki/Operator_overloading)
* No [array operations](http://courses.physics.illinois.edu/phys466/comp_info/array.html)
* No [SIMD instructions](http://en.wikipedia.org/wiki/SIMD) and data types
* … etc.

This situation is bad, but the benefits of using JS from an accessibility perspective are just too big to ignore, and so it is at least worth it to try as much as can be done within the limitations of the system.  Moreover, these obstacles are by no means unprecedented in the world of computing.  As an instructive example, consider the [Java programming language](http://en.wikipedia.org/wiki/Java_(programming_language)):  Java suffers from exactly the same design flaws listed above, and yet it is a viable platform for numerical computing with an enthusiastic community (though it is still nowhere near as fast as more efficiently designed languages like Fortran/C99).  So, it is a plausible hypothesis that JavaScript could achieve similar results.

Now, reimplementing say LAPACK or SciPy is a huge project, and it is not reasonable to try doing it in a single article or even within a single library.  To help focus our inquiries, let us first restrict the scope of our search.    Instead, let us study today on the fundamental problem of implementing multidimensional arrays.

Multidimensional arrays

Multidimensional arrays are a natural first step towards building systems for solving numerical problems, and are a generally useful data type in their own right, with applications in graphics and vision.  In a language like JavaScript, there are multiple ways

Arrays-of-Arrays

Perhaps the most popular way to represent higher dimensional arrays in JavaScript is as arrays-of-arrays.  For example,

var A = [[1, 0, 0],

[0, 1, 0],

[0, 0, 1]]

This is the approach that [numeric.js](http://www.numericjs.com/) uses, and it has some merits.  For example, the syntax for accessing elements in an array-of-arrays is quite pleasingly simple:

var x = A[i][j]

And it does not require introducing any extra data structures or conventions into the language.

However, while arrays-of-arrays are by far the simplest solution, from a performance perspective they are disastrous.  The most obvious problem is that to allocate a d-dimensional array-of-arrays with O(n) elements per each element, you need to store ![O(n^{d-1})](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADgAAAASBAMAAAD8nwB9AAAAMFBMVEX///8zMzOtra2goKC7u7uRkZHj4+PW1tZpaWlOTk7IyMjy8vI/Pz+EhIR2dnZbW1t8O9OXAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABHklEQVQoFVWQv0vDUBSFP9OY0KSpgv/Ag+geC4JLQZHiJLp0j3ZxcCjiIlroJI6dnAtOLiHi4ujcKYMgOBWcdHJycfG+l1/1DDnfPee9kFwo5MU52BPj96DyQD8HBTpzDdZHnciY6UxkKWMhLMd67PRivMhkDA51BFI6ct69gTuC1GT+d9O4LhnDg8TbFJmVPbPV70emfMOfyZldTvMLDRUODembIcFEbJMRbFzsRf5rd6pL+3YHDlg6Ev4UcJ9+WdVFpYRjBf6alE5bufottRIep/JHLyTQShtZ3Qj1aCm4HuoPuqR5lS62IbJL7wdWoMuZtdjxDqP1jkTtlC+C/X/luJxsVVLlen2F5iVUbhafT+dVWMJJCbKTuOacFH++jDGakvNP8AAAAABJRU5ErkJggg==) extra bytes worth of memory in pointers and intermediate arrays.  Additionally, accessing an element in an array-of-arrays requires ![O(d)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACAAAAASBAMAAADI5sFhAAAAMFBMVEX///8zMzOtra2goKC7u7uRkZHj4+PW1tZpaWlOTk7IyMjy8vI/Pz+EhIR2dnZbW1t8O9OXAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAA2UlEQVQYGS2PPU8CQRCGH8jdEfb4SrS7ZhP9AXKVrQXBhkDhD1ihoROtJbGivkpbWhtz/ANqKhNMSKho6QyFtTO7TPG+z7yZnczCuYxTsCqhJt6Cevz2Gjuxat5zmBuh+DKRvLaAd5qlTmS8wafgLXXtzS870o3QHVMN4hFXNAuhLnNIHoZLBlRGEhwFeCqf4YtHC+mFBifuNVgt5e1aIM3YQo+GTLzOZKkp+HCyNCowf9AmKUzHsof5dQ60SvL+z0wPCxVZ73r6uQ7e/edC8uJtHBrVyKla/gFILifG4y8oswAAAABJRU5ErkJggg==) dependent memory dereferences.  These operations can’t be easily pipelined and are terrible from a cache performance perspective.  If performance is even remotely close to being an objective, then we need to try for something better.

Typed Arrays

Fortunately, in both JavaScript and Java, there is a better alternative to arrays-of-arrays: namely [typed arrays](https://developer.mozilla.org/en-US/docs/JavaScript/Typed_arrays).  Using a typed array lets us guarantee that the data for our array is arranged contiguously with no wasted space.  For example, here is how we would create a typed array for the same matrix described earlier:

var A = new Float32Array([1, 0, 0, 0, 1, 0, 0, 0, 1])

The downside is that accessing elements from a typed array is a bit more complicated.  To do this we need to agree on some convention up front about how the elements in the array are arranged in memory.  In languages like C, typically this is done in colexicographic (also known as [row major order](http://en.wikipedia.org/wiki/Row-major_order)), while other languages like Fortran use a lexicographic ordering (also called column major order).  The choice between the two is  totally arbitrary, but once you pick one you have to stick with it.  Assuming a row major ordering then, we can access an element from the array using the formula:

var x = A[3 \* i + j]

Typed arrays can be very fast, but they are a bit clumsy to work with.  You need to keep track of the number of both what convention you are using to store the array as well as what its dimensions are, which is an extra blob of data that needs to be passed around and slows things down substantially.

Strided Arrays

Strided arrays solve these problems by considering array storage in a more general form. Instead of keeping a fixed convention for indexing, they write the index of an element in array as a general linear function of its coordinate.  For example,

var x = A[ c0 \* i + c1 \* j + ... ]

The result is that they achieve the same performance as flattened typed arrays, but gain the advantage that they can be easily sliced, transposed or reversed just by changing the stride.  For example, if we wanted to switch the x/y axes of an image, all that we would need to do is swap the strides:

var x = A[ c1 \* i + c0 \* j + ... ]

Setting a stride to a negative value can be used to reverse an axis, and changing the shape of an array lets us easily crop out subarrays from higher dimensional arrays.

Introducing **ndarray**

At least theoretically, strided arrays sound like a great idea and so to see how well they worked in practice I created the following library:

<https://github.com/mikolalysenko/ndarray>

Essentially, an ndarray is an object that has 4 pieces of data:

* *data*– The underlying typed array
* *shape*– The shape of the ndarray
* *stride* – The stride of the ndarray
* *offset*– A pointer to the first element in the array

To look up an item in an ndarray you use the formula:

data[stride[0] \* i[0] + stride[1] \* i[1] + ... + offset]

You can download it and try it out yourself using npm, or check out some projects already built on top of [ndarray here](https://npmjs.org/search?q=ndarray).

But is it fast?

To see how each of these multidimensional array representations compare, I decided to compare their performance on a simple component-wise operation for various shapes of arrays.  In pseudocode, this operation looks something like:

function test(A, B) {

for(i in range) {

A[i] += B[i] + 0.1

B[i] -= A[i] \* 0.5

}

}

I ran this simple loop using different variations of multidimensional arrays with various shapes.  The following chart summarizes the results:
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Summary of array algorithm performance for various implementations.

You can find more detailed results and further experiments (including direct comparisons using numeric.js) at the github page for this project:

<https://github.com/mikolalysenko/ndarray-experiments>

These results are somewhat typical, indexing in an ndarray is a little slower than directly walking over a typed array, but not by much.  For arrays of arrays, the performance gets progressively worse as the first axes get larger, but even in the best case they trail far behind data structures built on typed arrays.

Next time

The natural question to ask is can we do even better?  And the answer is yes.  The key to getting further performance improvements is to batch operations together allowing for full array comprehensions.  I’ll discuss this in the next post, but for now you can take a look at my current implementation of bulk operations on ndarrays in the [cwise library](https://github.com/mikolalysenko/cwise).