云存储架构与关键技术的研究
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**摘 要：**本文提出了云存储系统的通用架构，分析了各个模块的功能，并讨论了其中的关键技术，等。云存储是一种新型的存储服务模式，它由服务提供方通过互联网向客户提供存储空间和数据存储服务，同时客户不需要了解其中的细节、底层结构和机制。本文推荐的云存储架构是层次化的、相互协作的，且讨论的关键技术包括部署、存储虚拟化、数据组织、转移和安全性等。运行机制包括生态链、博弈论、蚁群优化、数据生命周期管理、维护和更新，同时也分析了收敛和演变机制。所以本文从总体上阐明了云存储系统，并加入了新的观点。
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1. **概述**

云计算是一种新兴的计算平台与服务模式，它基于互联网组织并安排服务。云存储就是服务之一，它使用基于云计算的远程存储服务器来提供存储资源和服务。云存储可以提供更为廉价且高可靠性和安全性的存储服务。

云存储系统是一种协作型存储服务系统，它拥有多台设备，多个应用域和多种服务形式。云存储的发展利益于网络带宽、Web 2.0，存储虚拟化，存储网络，应用存储与服务器及存储设备的集成，集群技术，网格计算，分布式文件系统，内容分发网络，对等网络，数据压缩，数据加密等技术的发展。

本文后面的内容按如下安排：第2节介绍相关工作；第3节提出云存储的通用架构；第4节讲述构建策略；第5节讨论云存储服务器的关键技术；第6节分析云存储系统的运行机制；第7节做个总结。

1. **相关工作**

现在有许多云计算和云存储提供商，如国际商业机器（IBM），谷歌（Google），太阳微系统公司（Sun Microsystems），微软（Microsoft），亚马逊（Amazon），EMC，NetApp，惠普（HP），Nirvanix，日立数据系统（HDS），赛门铁克（Symantec）等。

另外也有越来越多的云存储平台，如，HDFS，GFS，Sun Network.com，SkyDrive，Amazon S3，EMC Atoms，Hitachi Content Platform，FileStore，和KFS等。

存储网络行业协会（SNIA）提议云存储首创方（CSI）将云数据管理接口（CDMI）标准采纳为云服务标准。

Yunhong Gu等人拟议的文献[1] 允许用户像使用本地磁盘文件一样地与建立在大规模分布式节点上的大量数据集打交道。用户不必在多个节点中去定位数据，管理数据，也不必向系统中添加新的节点或删除已有节点。

文献[2] 介绍了MetaCDN，一个利用“存储云”资源来创建能为内容创建人员提供廉价且高性能的内容分发网络（CDN）的集成重叠网的系统。MetaCDN可以通过依据服务质量、覆盖范围及预算以智能地匹配和替换用户的内容到一个或多个存储供应商来去除处理多个存储供应商的复杂性。MetaCDN提供一个单独统一的命名空间使得内容创建人员及消费者驾驭多个“存储云”的性能及覆盖范围工作变得琐碎，统一命名空间也使得它更容易集成到原始网站，且对终端用户来说更为透明。

文献[3] 提出了一种在广域网之上及时存储转移机制，在存储的分布式转移方面具有参考价值。

云计算与云存储的飞速发展将产生云资源市场，并带来云服务选择的挑战，文献[4] 提出过一些这个方面相关的算法。Ying Zhan等[5] 提出的云存储管理技术也是个值得关注的紧要问题。

Albert Greenberg 等人[9] 讨论了数据中心的云服务的费用，包括服务器（45%），基础设施（25%），电源（15%）和网络（15%）。所有的资源要根据用途从资源池中动态地分配出来以适应需求和费用。为了减少花费且提高灵活性，所采取的策略有位置无关寻址，统一带宽和延迟和安全与性能隔离等。用于资源消耗塑型的市场机制被采纳来提高效率，同时地理多样化数据中心也被用来提高点对点性能和可靠性。这些想法也可做为云存储的参考。

在2009年的存储峰会[10] 中，许多人认为关于云的主题已经引起了众多信息技术的教授，开发人员，市场人员，出版社和分析专家们的注意，诸如云计算，云服务或者云存储，这里仅仅列出不同变体。

云存储产生了一些新的应用类型，包括面向服务的体系架构，基于网络虚拟化的低成本、能通过单一命名空间提供随时随地访问、大量数据存储，共享和协作的网络服务应用程序接口及统一服务接口，等。

目前云计算和云存储还没有全球标准的规格说明和通用架构。本文将分析云存储的需求，提出架构，并分析其中的关键技术。

主要想法是通过集成并提高当前的架构、分布式模式、应用域等来构建一个低成本、容错性好、可靠、可扩展、高性能、公平的云存储联盟系统。

本文创造性地利用了生态链、服务市场、博弈论、蚁群优化的概念，并讨论了一些关键技术点。

1. **云存储架构**

不同的云存储服务平台上有许多云存储架构制式。它们通常复杂且互不相容。我们提出一种分层的普遍的云存储架构。而云存储是基于云计算的一种服务类型。

* 1. **需求分析**
  2. **云存储架构**
  3. **模块功能**

1. **构建策略**
2. **云存储服务的关键技术**
   1. **云存储部署**
      1. *需求与基础*
      2. *存储资源重定向*
      3. *优化与演变*
   2. **云存储虚拟化与可用性**
   3. **云存储数据组织**
   4. **数据转移与负载均衡**
   5. **数据去冗余**
   6. **存储安全**
3. **运行机制**
   1. **云存储生态链**
   2. **云存储中的博弈论**
   3. **蚁群优化**
   4. **数据生命周期管理**
   5. **维护与更新机制**
   6. **存储收敛与演变**
4. **总结**

The paper proposes the architecture of the cloud storage, and discusses the related key technologies. Although the applications of cloud storage have been developed practically and rapidly, the integration and operation mechanism in business and commerce should still need unified specifications and standards. The paper proposes layer architecture of cloud storage, discusses the deployment, virtualization and availability, data organization, data migration and load balance, redundant data deletion, storage security, etc. In the operation mechanism, ecology chain, game theory, ant colony optimization and storage resource convergence and evolution mechanisms are presented which deserve future deep research.
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