**几种常用的优化方法梯度下降法、牛顿法、共轭梯度法**

<https://blog.csdn.net/majinlei121/article/details/47260917>

几种常用的优化方法

## 1. 前言

熟悉机器学习的童鞋都知道，优化方法是其中一个非常重要的话题，最常见的情形就是利用目标函数的导数通过多次迭代来求解无约束最优化问题。实现简单，coding 方便，是训练模型的必备利器之一。

## 2. 几个数学概念

## 1) 梯度（一阶导数）

考虑一座在 (x1, x2) 点高度是 f(x1, x2) 的山。那么，某一点的梯度方向是在该点坡度最陡的方向，而梯度的大小告诉我们坡度到底有多陡。注意，梯度也可以告诉我们不在最快变化方向的其他方向的变化速度（**二维情况下，按照梯度方向倾斜的圆在平面上投影成一个椭圆**）。对于一个含有 n 个变量的标量函数，即函数输入一个 n 维 的向量，输出一个数值，梯度可以定义为：

### 2) Hesse 矩阵（二阶导数）

Hesse 矩阵常被应用于**牛顿法解决的大规模优化问题**(后面会介绍)，主要形式如下：

当 f(x) 为二次函数时，梯度以及 Hesse 矩阵很容易求得。二次函数可以写成下列形式：
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其中 x为列向量，A 是 n 阶对称矩阵，b 是 n 维列向量， c 是常数。f(x) 梯度是 Ax+b, Hesse 矩阵等于 A。

### 3) Jacobi 矩阵

Jacobi 矩阵实际上是向量值函数的梯度矩阵，假设F:Rn→Rm 是一个从n维欧氏空间转换到m维欧氏空间的函数。这个函数由m个实函数组成:![http://latex.codecogs.com/gif.latex?%20y(x)%20=%20%5By_1(x_1,%20...,%20x_n),%5Ccdots%20,%20y_m(x_1,%20...,x_n)%5D](data:image/gif;base64,R0lGODlhNAETALMAAP///wAAAMzMzKqqqmZmZlRUVO7u7piYmBAQEHZ2drq6utzc3CIiIoiIiDIyMkRERCH5BAEAAAAALAAAAAA0ARMAAAT+EMhJqTk1g2O0/2DoXWJpnieHrmwrkW4sV6pLlMY9Z08x2LtgLCcstnTGZIg4ORQKpYbApGgkoS6pcguqcr8VLXgM8FKwIQdKbUSz2OQxPK6c07d2t+eAOTV+RXopfXdcf4VGfIiGgBKCPAsoAo8xlCIPkYtKk5pBmJ1JnBNQAgNIA2gIGQMHCQqsBZkSqoETpaeWtBSsrrCycbyvTr8fupq3E6gmxhLBvoXOwyXGBSQIUwAFCRPMCpELCD/XFAFtLxjj2dse3d/hAOlx3gDg4tgh5Z3W2NrLFfP14N0jA/BdPBD5HCmglxDBQnoMKgBSwGwCgw4ZCDzZyLGfBiz+Cxc0fLjgAYUFEXdJoJih5JiJFUNcBCGAwUAANW/mPBFyZAmUEldWdAkG5oqZjiQkwCIgIVANSz0gDeImKs58rVJKeJrBapMEWsd4NTFVgwCHFc4+tIUWhdWmJrhWGLsBLB26IqZiYQCoARwDMQE4IFQhsAs3fCX4nSAXsIfBLcOCgYzCMJ3EABbjCEz5pOQvnf2NkhAA44N1szQYCJBpbWoNGjtyRF3BTWkJpxlLjrm6te44vVcCMNDA1QECxOCBIm16G3HjsfggUZ4heJnfZKwvfK7geHJqzBm6/iR0Qz4Bv0QJsd1B5Fq5AMiXUXXgvCy5C6pVyI+R/1b99AD+WF59EqAHwA8BTJEAYTih4d8WD5LTXgALIThFAyZRh5ssLBGI031hRfhffwA+KGKH9h0IQIIALJiWG1i00sptTRAiAAEDlJLAAK5l1ghVFMiYAI0Q0WAjjjry6BkFZzF4FjZPFphOk0wiOcCOawmQYQE3HSIlg0VQScOCQ2KkpSM/GBCWIgVaieWSbDk55ZxQIkDYjTleqWSBW3b5ox4YVmBAhibYscMjgWI3waAnwKdiDD+G0IAVGk5gaKRJYDpBoplROtNxFhAqgqOanlCqBpO+RkEe8DzEQI8t3vRBd1dw46prjiYgqwekynAqD1MoEMtatAb1RaRtvTrBA1OSqKkQYbrG9dmvIlBLAbNlDDtBsaMwkcB0FIA7griHvqDDtxQoQEAADRBDbgbqsitLAxi1QO8JGRpQACFMUHCvIfUOd+50GSqwzgEN9PjuP+u2u2nAK/xbQr77LiouFHy4OAKYGdRgjgQZc7yxC9aCULIIHidTVMcyugADCyd7EDMIKSe13MQ+3Kzzzjzr7EQBEQAAOw==)。这些函数的偏导数(如果存在)可以组成一个m行n列的矩阵(m by n)，这就是所谓的雅可比矩阵：

总结一下,

**a)** 如果 f(x) 是一个标量函数，那么雅克比矩阵是一个向量，等于 f(x) 的梯度， Hesse 矩阵是一个二维矩阵。如果 f(x) 是一个向量值函数，那么Jacobi 矩阵是一个二维矩阵，Hesse 矩阵是一个三维矩阵。

**b)** 梯度是 Jacobian 矩阵的特例，梯度的 jacobian 矩阵就是 Hesse 矩阵（一阶偏导与二阶偏导的关系）。

## 3. 优化方法

### 1) Gradient Descent

Gradient descent 又叫 steepest descent，是利用一阶的梯度信息找到函数局部最优解的一种方法，也是机器学习里面最简单最常用的一种优化方法。Gradient descent 是 line search 方法中的一种，主要迭代公式如下：

![http://latex.codecogs.com/gif.latex?x_%7Bk+1%7D%20=%20x_k%20+%20%5Calpha%20_k%5Cmathbf%7Bp%7D_k](data:image/gif;base64,R0lGODlhiAAQALMAAP///wAAAKqqqpiYmHZ2drq6ulRUVNzc3BAQEMzMzDIyMu7u7mZmZkRERIiIiCIiIiH5BAEAAAAALAAAAACIABAAAAT+EMhJq7046827/2AojmQ3FGWqrux4tqowEIVsHPAq0zYevhyBY8BIbASBwMPBMCgImgLugBAAEMZcSQqgWrEioIYBBSwQkkHmkEQBEgFFxgoooCmLhuNzaIwNgIGCZRV0dhV5eyZuGQNyEw8CCSiJiAF3Eg0BapUWBAYWBowUkxUzD1oTn6GjFU2BCgqDFghqEwoOigCilpgABAEMErwWCrYUqBc1FgfJqcYWzhxiF2w+mQ3X0hILlxTAwgDb3AE+bgdyAjQUyxXNf4LxhBbd5hLoAOqtFtQWcBUNCOHTR86XJisDaRwaEEBCAh8CGAxY4CCLhHYU3sFY2PANRImrFC1i6BftWoGAZvKBrEgugJsCAfyonFgxAQNJ6gQwYlBlwgIGQBs0AMrAh8YWNnES0DmBJ51p+9wRGCBjwQEDDhYAcNqLQBNcTXt2eLCAgK4JGCccTRWt7NlGUT+QNYvH24W5by8sQKXuIbunasexNcOXgF8NWkvszWfYRzdfPgsfxmDTjMQKaeswCODg2uA3wn4eG1xZ9EVNMRNPKH15C+DPsGNrUS27du0IADs=)

其中，![http://latex.codecogs.com/gif.latex?%5Cmathbf%7Bp%7D_k](data:image/gif;base64,R0lGODlhEgAMALMAAP///wAAAKqqqiIiIoiIiGZmZlRUVDIyMnZ2dtzc3Lq6uszMzO7u7hAQEERERJiYmCH5BAEAAAAALAAAAAASAAwAAARbUIQwSDEHgc17msq2BEdnMkHTOcEDMA7RoSqHBMVmhBzd3TnA4JRaBQSAREmACKECPEXAsREUHgzC4pVCXA6yTaGB7BVNmwEDEebWTkPmIqFgTRmmRY5xRfvREQA7)是第 k 次迭代我们选择移动的方向，在 steepest descent 中，移动的方向设定为梯度的负方向，![http://latex.codecogs.com/gif.latex?%5Calpha%20_k](data:image/gif;base64,R0lGODlhEgALALMAAP///wAAAKqqqoiIiJiYmGZmZszMzHZ2du7u7hAQEDIyMiIiIrq6utzc3ERERFRUVCH5BAEAAAAALAAAAAASAAsAAARYEEgxSDEy61yORIlEbBmhaItgMADiDFoyZsoASw8rNUGjOQ6fZKExBDYOz+4kOLAWQgAj2QIICgTEANM4EATZxmOAABQSApJ6iDjc1hkEsWmIrg2FFhYQAQA7)是第 k 次迭代用 line search 方法选择移动的距离，每次移动的距离系数可以相同，也可以不同，有时候我们也叫学习率（learning rate）。

在数学上，移动的距离可以通过 line search 令导数为零找到该方向上的最小值，但是在实际编程的过程中，这样计算的代价太大，我们一般可以将它设定位一个常量。考虑一个包含三个变量的函数![http://latex.codecogs.com/gif.latex?f(%5Cmathbf%7Bx%7D)=0.5x_1%5E2+0.2x_2%5E2+0.6x_3%5E2](data:image/gif;base64,R0lGODlh3wAWALMAAP///wAAAO7u7mZmZoiIiERERKqqqiIiInZ2djIyMrq6upiYmBAQEMzMzFRUVNzc3CH5BAEAAAAALAAAAADfABYAAAT+EMhJq7046837NAQyeGTZgaKprhQ6snAsXwIhOcis0zaA78BJ7ZbzCBadhSDIpCgSkgW0qXtGp1SZFSAlvTiCb3az9DwkqbHsDEirYWy3cEAQExokRQ8IWhAUGA8BgwFiHAdsMn1/GX4DBYAkiDqLkRiLeB6TFQUGBmJYHqEzCgUTCZkVDwsNqR4OljGlp64TShKCBq+xMLMSqBh0Nw67FgIBZbZIJQS6O522xBYPzsx4iRgLvBbQUdIVB6kOBx13ANgX2hvdXN9OWA/oGOboBuSc8hsN7jIBqQoMLlAz4UnAgz3ZtlXwNwHgBQbL2gTgUPDgBnUaGEpwaCFBERL+FfcIQHDAY6yAthIMsqEgAIMEyQCgnCEoUQNk0xAsMIAgloEFPX86iEcowMeEGmpOuBnzwrgPQBUIJUroaDqFE5RKYGohwIKvCKoB+Bl0wVBBVTlFnDBzgoMANh7A7Lrjps0A8o5MOBBJwZkHDHQxqMUBIwa7S/FqOObM77nAMglfxLpVcWV0gr50cwxYsGQKg1Xdq6BSSr4DTSUMcMC6tWurABBf3oDA1NiNbU0YviA7tmUMBfY0zl1it4XevStHXIByuJGJomkw8IoBtQ5B/3BqIAB9AgJ+G1a3TpDgtSqNAFqmnkAAoXfwGsSzJm+eAvaG2oUEqGYgfxv4Fyj+MJoQxElQQADWWVAgCwFYYkCBkElAQG4JrIWLbZNt0OAHC47l3ikWulAYZRJsKMGDF1B3on8VVuBJHRUQAF+BdPQ3igQLyudaa7ABUEBEMl5QQCKsUXAMG5EANWAjJPoIJIAKAGmkZYAM4UOPFBjHzZNOfUTAgEduVKKBaznwoY/ohIBGIRXsA4QvACTAxgMOlHHLY2c4tAB0DSTywJJIaQCnnLjUudUACiT6SXoB7blVnlN0oYGWFQw6p6HnjJYAIHryOSeZFPCVTkQkBWAbAoO0KKFYM/SB6FKhRRHCAGw0MIABDfBkQCx/JtGkhwu8ulWs0xVFjK246mpJHIaBWECpiwQEa0kDscZGh7DI5hoWLwLMNUF3FQiAoShvANHriOVusAmT6V7SzRJwWoDAZwFa2O4K55JxLwawgLEvvzZA1FN8RjT7bwn5HkwCPQonESk5Op1ppL3prNcwBwlfrEFIGgvaw3cdd6zAAHDlE/I5RWF5sh8iWHzyyzDH3EEEADs=)，计算梯度得到![http://latex.codecogs.com/gif.latex?%5Cnabla%20f(%5Cmathbf%7Bx%7D)=(x_1,0.4x_2,1.2x_3)](data:image/gif;base64,R0lGODlhygASALMAAP///wAAAKqqqu7u7iIiIpiYmNzc3IiIiBAQEGZmZnZ2dkRERDIyMrq6uszMzFRUVCH5BAEAAAAALAAAAADKABIAAAT+EMhJq71yFFzL4GCYbWJpnmiqgh4lvHAMf2ZiDvYq5nrv/8AKjkIIGI9II42CO/AAB8epcQhWotaJ4FA4NEQORZa5+HK6iXKPqg2QLIaqZfF6MlL3MSCfbSwmDFIgBE9BBgoFAWYXLQAGAQI9fAAECBgJSxMDAZkABW8mB5FZn3p0EwUPLA+FWYocBIIADwQ9om2gEnEXArUVCwYpDqpZwHoBsg2WGA0OCa1WrxgIbwoBPcNEyxSYQgoEDAqLANueDEZVDQEIDJnlQO8AAgXi8w/BJo/4AA6cFxoAnrmg18DevhTSRNDSQtBgiHIC3FDYdWFBLnIWHgSoYqCdhWv+Wd41CGYAQSQEssAE2Nfv4AQ5AiWMdGSSXEoUCUFsGjWz5MmbHytU4tZpAsoKBnxVOFeAgUsJBIoGfEC1qlUxcJRK4BnPwB8QLSeErTAzIA+uFbYogIYhJ4cFcuTJfPfCiYWoLiQ6iisE5EStmhDovSt1RVIMCoih+hbiUTJ/TN7EpJCYiZwHWEW4vXCA74TKFEBaFNqJgC8FhRsABjAgnoQFAfBacK2jNQYGFw+HSCggngAFwL+FS4mbQoM8TU1sTusZUC58oyn4dkORs2LpFxKICjDJ6CWr4DFP+7dS5gTdIKJDuV6x0CZ8ZvCtVT7OQoM3fN+b1+QR+11Chc3+0hwAxlBwAFbWFJJNMfso4wlIDuyDniMPdOIHIPgYUOEcOTiYiAQRCiXhhhfkpCENzjSgogA2eAjhPgKcQsGCaQWQ2QUE1CdBKRJ8E8BX1nCH3yhW8MhPAgI48JsA40zoADUWbFFAAos8mZIz6yRggDNJLlnfA+M8mcsACsA2HIhHkZOEKlwqqQCTGfF1S3YBAuCXEF+d0B0QA+QpwoRb6QECFi4RKSgFyXmi1Z4ifHAhYkBxcJ+gCkR6AaByHRqlAANUF6imxskBGgCTpkCNOCCwZcEQh6pqXAIb7XNAnVk8csSNs4LawYHdsOYqB4gMGFkJjQgK0AqG6gpCssoEWlBsBAA7)。设定 learning rate = 1，算法代码如下：

# Code from Chapter 11 of Machine Learning: An Algorithmic Perspective

# by Stephen Marsland (http://seat.massey.ac.nz/personal/s.r.marsland/MLBook.html)

# Gradient Descent using steepest descent

from numpy import \*

def Jacobian(x):

return array([x[0], 0.4\*x[1], 1.2\*x[2]])

def steepest(x0):

i = 0

iMax = 10

x = x0

Delta = 1

alpha = 1

while i<iMax and Delta>10\*\*(-5):

p = -Jacobian(x)

xOld = x

x = x + alpha\*p

Delta = sum((x-xOld)\*\*2)

print 'epoch', i, ':'

print x, '\n'

i += 1

x0 = array([-2,2,-2])

steepest(x0)

Steepest gradient 方法得到的是局部最优解，如果目标函数是一个凸优化问题，那么局部最优解就是全局最优解，理想的优化效果如下图，值得注意一点的是，每一次迭代的移动方向都与出发点的等高线垂直：

需要指出的是，在某些情况下，最速下降法存在**锯齿现象**（ zig-zagging）将会导致收敛速度变慢:

粗略来讲，在二次函数中，椭球面的形状受 hesse 矩阵的条件数影响，长轴与短轴对应矩阵的最小特征值和最大特征值的方向，其大小与特征值的平方根成反比，最大特征值与最小特征值相差越大，椭球面越扁，那么优化路径需要走很大的弯路，计算效率很低。

### 2) Newton’s method

在最速下降法中，我们看到，该方法主要利用的是目标函数的局部性质，具有一定的“盲目性”。牛顿法则是利用局部的一阶和二阶偏导信息，推测整个目标函数的形状，进而可以求得出近似函数的全局最小值，然后将当前的最小值设定近似函数的最小值。相比最速下降法，牛顿法带有一定对全局的预测性，收敛性质也更优良。牛顿法的主要推导过程如下：

第一步，利用 Taylor 级数求得原目标函数的二阶近似：

第二步，把 x 看做自变量， 所有带有 x^k 的项看做常量，令一阶导数为 0 ，即可求近似函数的最小值：

![http://latex.codecogs.com/gif.latex?%5Cmathbf%7Bp%7D_k%20=%20-(%5Cnabla%20%5E2f(%5Cmathbf%7Bx_k%7D))%5E%7B-1%7D%5Cnabla%20f(%5Cmathbf%7Bx_k%7D)](data:image/gif;base64,R0lGODlh1gAUALMAAP///wAAAKqqqiIiIoiIiGZmZlRUVDIyMnZ2dtzc3Lq6uszMzO7u7hAQEERERJiYmCH5BAEAAAAALAAAAADWABQAAAT+EMhJq704682lIEjRjWSJJY6prmzrvgBDSAYC3+SDDHjv/x3Go6Q4SB7GkrD1YFSapQQPKFkyndSsyCPoer9dZ0ISMm1ZjHNVzZFWwPDwiK1KZ6mExWQQ6Pv/fVgSA2MXaQRqeS8KMxSMJG4UfICUghOHZ4qLjXc9SR4BQxcJnAAGChkOXWqfLq0SrSAIs7OckRMCoSelE6oCZ68twZ1MonsNGAWCioUVDAGWAA/GLgQCFdYjt8fJ0THQFNM42cQwDs2g1BKkuAIM7BYCUxTnNwsGFffa87i6FfBv+AGoZw9frgADEBk4YKNcB2QWBkCkoGzdn4aXdjBENWGitAP+fWYoCNDggDcLHiWkxKCgQAAC6ABItFCRAgONCDgC8IgkJICRJU+itBiA44IAwxxWWAkgFzWAHRyo22nBwEsACUyOCGCBqwunFKDSU7fS6oysQi94febRgS4GDnjRNEC3rl2MJrZJ8lhzRAM9YQXCCnWgWa6kMqMNSDti5oS+SwGvEwwAJBLDSDUs/uYRQYAtp34scEC6tOlGevuJErvhmYXUMRr4m7Aww2ZJjDuAxSq3itcJsBnIVlfbthO2FDxvoexQuO0pCHJXUCDY+QW3t2kgXslUxQDoQqk7647dUnEMEJH3CnAta9OcyezKr9Gie9NQrDcQwDeUprXMtBn+8cwAklG11A1O5SfBfv1VUMB/rdQ2YIEGPlOUBCOl0FQBTWii1EAxSTIAZB0Y0BtBE4BAxmcBmsKLPhTACMN3JFJgogUoLtiQci3emA9/bIWwECcFNHDNh+FM1Q9ejemU5AQ7BKChZ0gNYcAAB2hIATkpHglDLkxWMICTRxgT5ZR9HGAlllpueaR6Ed3UWzlwaVAjB7850+YGBjTwwFUUBIPYCndOkOcle2rQ559yfQKnTTwIgMACIZYzKQ5OKJAolBRmYEAKBAQgmQLqkNrcT5sCcGmJoIrqiCia9uFANAuIkIaSDtHBgp/wZaCrBQo0YGQCPtlh069A8EomRR0hBDusTzEgiyQJVryAwANzXoJrB1CEIx0O12Ybw7bcChIBADs=)

即：

![http://latex.codecogs.com/gif.latex?%5Cmathbf%7Bp%7D_k%20=%20-Hesse%5E%7B-1%7DJacobi](data:image/gif;base64,R0lGODlhsAAUALMAAP///wAAAKqqqiIiIoiIiGZmZlRUVDIyMnZ2dtzc3Lq6uszMzO7u7hAQEERERJiYmCH5BAEAAAAALAAAAACwABQAAAT+EMhJq704682774nzjWRpnmiqSg8yrHAsz/SXvHWu7zyI9xjCAshzBQoCAAPROCqImNtGURgcGbFQ4CJoQGEHQ2VQABIQ6DRhIuU4xDOFyMJIfFeBB4URSN4tbRt5NGh/NQoBWBMPiYYVgRmIdjMHTxkCAQEDBAUGBwiOGS4VBj8UD6igEwKoD5MArKivraoaVAEErxejFAQEAgIHFKzArwIELUNKfcd+Cg9lEgmZlgsBwqEWB59pCAG1Ew56AAuWCqoIawDnEukS4hLlMQfR7+MGcAAFqp8SBeoMvMAKMKkBAwZ6GijjI/DdIAYO1GXohK+iRXAl+FiSFmBjO2z+SxQhiKYIwEgJIkEiKJmCjx8AD7ABMDAu5gRlNid01FergYIn0yYwpOAtmgGPMBY4WMq0qcSBLBlZaFCgVUlrARwoI5dJqwSqVmNgKtlgHIAGBc1OKCs0wJABlvgoO4kyQEOTRySYMlRApgRPFfjoqiDAwF1YhpcNhtGXDcF4AqcNlrxqCx9FmNZuHRquD4AEwgQgQDqBosWLKQZgbIDx8h4ADl4KjL12GUuWIxSg/SrR2gQCIhT4ppAg6IQDaxI0dKBKwIu41CQgmiOgKgMhfzQS31mh0qIhDhQtiBY+XjTvLLaS4CSBgN+zWECD0jPgVS4A9dvnw6FAZiGAdo1l5IlEBTTw0h0IHJBVEksoeFRgCIS1TitmPdOKUBGigtsICD1whgXnFGMAAfFl+IAiCVSFDAXnfHiTdXUdNsEASzyVzY04msBZYC+ItsBiOQYpZAVydIXbeEpUNeSSTDbp5JMeRAAAOw==)

第三步，将当前的最小值设定近似函数的最小值（或者乘以步长)。

与 **1)** 中优化问题相同，牛顿法的代码如下：

Newton.py

# Code from Chapter 11 of Machine Learning: An Algorithmic Perspective

# by Stephen Marsland (http://seat.massey.ac.nz/personal/s.r.marsland/MLBook.html)

# Gradient Descent using Newton's method

from numpy import \*

def Jacobian(x):

return array([x[0], 0.4\*x[1], 1.2\*x[2]])

def Hessian(x):

return array([[1,0,0],[0,0.4,0],[0,0,1.2]])

def Newton(x0):

i = 0

iMax = 10

x = x0

Delta = 1

alpha = 1

while i<iMax and Delta>10\*\*(-5):

p = -dot(linalg.inv(Hessian(x)),Jacobian(x))

xOld = x

x = x + alpha\*p

Delta = sum((x-xOld)\*\*2)

i += 1

print x

x0 = array([-2,2,-2])

Newton(x0)

上面例子中由于目标函数是二次凸函数，Taylor 展开等于原函数，所以能一次就求出最优解。

牛顿法主要存在的问题是：

1. Hesse 矩阵不可逆时无法计算
2. 矩阵的逆计算复杂为 n 的立方，当问题规模比较大时，计算量很大，解决的办法是采用拟牛顿法如 BFGS, L-BFGS, DFP, Broyden’s Algorithm 进行近似。
3. 如果初始值离局部极小值太远，Taylor 展开并不能对原函数进行良好的近似

### 3) Levenberg–Marquardt Algorithm

Levenberg–Marquardt algorithm 能结合以上两种优化方法的优点，并对两者的不足做出改进。与 line search 的方法不同，LMA 属于一种“信赖域法”(trust region)，牛顿法实际上也可以看做一种信赖域法，即利用局部信息对函数进行建模近似，求取局部最小值。所谓的信赖域法，就是从初始点开始，先假设一个可以信赖的最大位移 s（牛顿法里面 s 为无穷大），然后在以当前点为中心，以 s 为半径的区域内，通过寻找目标函数的一个近似函数（二次的）的最优点，来求解得到真正的位移。在得到了位移之后，再计算目标函数值，如果其使目标函数值的下降满足了一定条件，那么就说明这个位移是可靠的，则继续按此规则迭代计算下去；如果其不能使目标函数值的下降满足一定的条件，则应减小信赖域的范围，再重新求解。

LMA 最早提出是用来解决最小二乘法曲线拟合的优化问题的，对于随机初始化的已知参数 beta， 求得的目标值为：

对拟合曲线函数进行一阶 Jacobi 矩阵的近似：

进而推测出 S 函数的周边信息：

位移是多少时得到 S 函数的最小值呢？通过几何的概念，当残差![http://latex.codecogs.com/gif.latex?%5Cmathbf%7By%7D-f(%5Cbeta)-J%5Cdelta](data:image/gif;base64,R0lGODlhcAASALMAAP///wAAAJiYmCIiInZ2doiIiLq6uu7u7jIyMmZmZqqqqtzc3ERERMzMzBAQEFRUVCH5BAEAAAAALAAAAABwABIAAAT+EMhJq704zyP0FIcnjmRpkgl5pGfrvuJasEDRXJwiFJPBwxpDYhBIhCSzAQPoYigUNMRl0ZEwbhIpU8N4UAwGCXarChwlgmrlJxmMCwoyJqAGLLxyk2JQYSwsBmMCNAANeHk9AX8UCHFoRAEESAEDYWQHBAMIBJYADhc8DAgMkhWfiBOZFwOLAAcBZhNaiAx1nhd1CGcSAaiyhA0hBbMABEVIjogOY3Z8FQudxWxtu3KvyQ2lDb0bsCHEFA0M4+Tl0xavz84UtgnnA9WF5fMM5xcKsVmLr7vG7sl5DKyTcOAUuwqVTPkCkGDWAoMNDBKEBU5OgUMTJEooJWagBI15MAw4WOSATYN1BTimorPwgT0/4TgegBkOI5AZSMA5O6DLwgKPeRJWSENBAQcBCuzVAAjkaEoL2RQQaMUBia083CrMPOih4sIMxgwsWIIqhAGyFgiMYQro6lcMCxAkMOLLgQBOGVgYiEdhxdu/JQjs0FCVLzvDgClEAAA7)垂直于 J 矩阵的 span 空间时， S 取得最小（至于为什么？请参考[之前博客](http://www.cnblogs.com/daniel-D/p/3204508.html)的最后一部分)

我们将这个公式略加修改，加入阻尼系数得到：

就是莱文贝格－马夸特方法。这种方法只计算了一阶偏导，而且不是目标函数的 Jacobia 矩阵，而是拟合函数的 Jacobia 矩阵。当![http://latex.codecogs.com/gif.latex?%5Clambda](data:image/gif;base64,R0lGODlhCgAMALMAAP///wAAALq6ujIyMtzc3GZmZkRERMzMzCIiInZ2doiIiO7u7hAQEFRUVKqqqpiYmCH5BAEAAAAALAAAAAAKAAwAAAQyEEgxiLy3GIxPsJyEJKGkICWwBEK5ME24FE7AEcYCMM91DDpAYiA5IEAAwgeAOHAaiQgAOw==)大的时候可信域小，这种算法会接近最速下降法，![http://latex.codecogs.com/gif.latex?%5Clambda](data:image/gif;base64,R0lGODlhCgAMALMAAP///wAAALq6ujIyMtzc3GZmZkRERMzMzCIiInZ2doiIiO7u7hAQEFRUVKqqqpiYmCH5BAEAAAAALAAAAAAKAAwAAAQyEEgxiLy3GIxPsJyEJKGkICWwBEK5ME24FE7AEcYCMM91DDpAYiA5IEAAwgeAOHAaiQgAOw==)小的时候可信域大，会接近高斯-牛顿方法。

算法过程如下：

1. 给定一个初识值 x0
2. 当![http://latex.codecogs.com/gif.latex?%5Cmathbf%7BJ%7D%5ET%5B%5Cmathbf%7By-f(%5Cbeta)%7D%5D%20%3E%20tolerance](data:image/gif;base64,R0lGODlhwwAVALMAAP///wAAAFRUVDIyMiIiIqqqqrq6utzc3O7u7piYmBAQEMzMzHZ2dmZmZkRERIiIiCH5BAEAAAAALAAAAADDABUAAAT+EMhJJWlvjNdU/WAojmRpnmiqruxnGJJTSE9r33iu73oyKQfJjIdD+EwJBHHJbEoOno9DMHSSGigEVpIQCKylQw1sEwwIgcCgCkg4QF+yhDEQEBaTB/5jLCTGEgaAAHFEB3sjDApHci0FaR8CgxOFYAIBBwYBDBMDIAeMDogAnpRMDowjBEGNjpAVd3CNClGsbal5FLF5VZUVCwIwKpglCFGtLI8BFQjLsnIBxxMOthMGiAlbE8CmIw8yKAvSIgW+yCjKFN8BD9UScQlomzQBBMItCwNpGhTjNAAOBjjg9OGYORAFHEz6sIAOAQaMCjxIwACRgFQJMhKUmADURHX+DwoUKCXxgZEu94QkEGkrI8UP6U4UahZAiYRSOV71A5FqgE0KzgihMCCAwU8QqChgkGDsh62kABYYQGDgQAAfRacd8QKAqtUjI5USHEAQqtQKMU1UYhBgS8gdOp8Q+JCJAoOFBGweHLGgQYOjQFviBBAABpQJdJgahVFgboUEOC8CYOwYwLcJkLfNKYXAKNq4JCrRVDKYwgIHqFOrXkg4qNwPuJbC0qsC2F8QBqQtmtAMz4NCChq4/NmAYD9GQCYUpwRod4XgwwOxSlvCF1sMbHCAbvoYVkoJBocOBGy3kFVbj2IcaeYO/PfzEsT1u0cMAHwK7CtoqtkmGgpfNJX1pp1r4H1gXFSV7fQOEgqVkJRXrm0gASYIHNDMUUpYxVBQlxkWVGOTRUWghfzxtoAa78wjk4FXEQEaQNU0xBs1DBWyF1PfZCdCLGOsQkMczbRx0z0J4JFZQRmSJeSRACzXoy3tkEIkHuU0EBAuodGVIA4HOJAGVFykUsBJEoXw1oIhAPMdCQVAxMoBwn2E2EqKRQcARLgxwJIkSuAZ3102HQBRRjZ1ZucNQB4hJxkIvIGZCYPdeM6kVsTBVlWONlLRBDq6kIqklIZKRBwHDOAXeWBsMRUJWlQAqqiw4vAqoz6g+hhgs8aqqwpTdLorCV3k+msjEQAAOw==)并且没有到达最大迭代次数时
3. 重复执行:
   * 算出移动向量![http://latex.codecogs.com/gif.latex?%5Cdelta](data:image/gif;base64,R0lGODlhCQAMALMAAP///wAAAIiIiGZmZiIiIkRERLq6uszMzNzc3FRUVDIyMqqqqu7u7nZ2dhAQEAAAACH5BAEAAAAALAAAAAAJAAwAAAQwEEggBikTGCNPRkmWKYs4EUh2MJQyHU0XTEoKMAGLOC8PHISJICYJ3hSsTmPRsAEiADs=)
   * 计算更新值：![http://latex.codecogs.com/gif.latex?%5Cmathbf%7Bx_%7Bnew%7D%7D=%5Cmathbf%7Bx%7D+%5Cdelta](data:image/gif;base64,R0lGODlhaAAPALMAAP///wAAAJiYmDIyMoiIiLq6uhAQEO7u7lRUVNzc3ERERCIiImZmZqqqqnZ2dszMzCH5BAEAAAAALAAAAABoAA8AAAT+EMhJq7046807JsyieGRpnmhRSA/qvrAkrFyCxHhOzt7QTIJBIEAAFAKGwUGXCw6Lx+Qyw/MsEhQEEZBQMr/aYneqqWoeS8KgIgxivxcGYk6vOzLtwXtjxjzuAA8BFQcGAQJwcIWHGXJ0AwN2FnoSBwFkEgoBC5iJOJqcHX0WCQYTD6YUDAQNAWsSRwsNDguABQoMCogESDYBdw4GNBWOdZIYq62vfMMXDwsTBIAS0hIOAQwT1z+8XAEtAN8ACKYJjA2ITNUA19nMG9AAB17sCwEj7EMDiNcyl9cOAipYcaSAAwXQ8OWgdc+avnQYRln4M2sPh34ABFziZVGCCAUvlhq487SjGROMGg+YKwKAADheRbSAI+mhk45nv7oEuPFggAIELOUZWFJgGc2jEQAAOw==)
   * 计算目标函数真实减少量与预测减少量的比率![http://latex.codecogs.com/gif.latex?%5Crho](data:image/gif;base64,R0lGODlhCQAMALMAAP///wAAAMzMzIiIiJiYmGZmZu7u7rq6ulRUVBAQEERERCIiIqqqqtzc3HZ2djIyMiH5BAEAAAAALAAAAAAJAAwAAAQyEEggBilmHiQJl0kGHEmnTMMiKcykFFLQSEYyH/JKSE7BMIPD5LGbTHLGUSkJIDiYgAgAOw==)
   * if![http://latex.codecogs.com/gif.latex?0%20%3C%20%5Crho%20%3C%200.25](data:image/gif;base64,R0lGODlhYgARALMAAP///wAAAKqqqoiIiJiYmLq6ukRERDIyMszMzFRUVBAQENzc3O7u7mZmZnZ2diIiIiH5BAEAAAAALAAAAABiABEAAAT+EMhJq7046827ZJYwEEPhnSgqkiZGNkYLLEEdNFNhTAeS/sCKjuezEECzgECyICCKE8NSQkigColFUIPVWqST6uUBTTyY00oAWlB4CAbCNgOXY9Y5t0VhBzgCaBY0XgAIAUgYDANgHQgjDYgXiowYgxOGkRdmTA4EAg4thoSilQ0JMhxYVFYXC6aoGKQSsolKH30PJrS0EwsJDYQeCkhtgr/BGrsByBUGAxgOOzRsh8bAKHATA2cVvtcd0znVGAPP5IAAATICeq2mUBuUBjjuCfAZ6hPsGSIVCmkD9MTRxioDg2hp8HlhoIAZhYOUMAyUMKCgkD7mDBBKwGqIhANWDi/UyVBgmYSJHEZi8AgAJJMESBA0KEBTAL0jTBrqewSLgwCNFxw0ECCi54afIVfMvKSgiAIbNQqSEBpyjoUDfaxq3brFJNevYDsUC0u2bAUCDsyWjQAAOw==)，接受更新值
   * else if![http://latex.codecogs.com/gif.latex?%5Crho%20%3E%200.25](data:image/gif;base64,R0lGODlhQQARALMAAP///wAAAMzMzIiIiJiYmGZmZu7u7rq6ulRUVBAQEERERCIiIqqqqtzc3HZ2djIyMiH5BAEAAAAALAAAAABBABEAAAT+EMhJq70462q2/xMzEMORkYViSk3gBgUoX4cyPcJFdEDLsARBbiYRIFYgxU9CQFwWQwBiwVoSKQMlKBA9JC4JwsQRqGoEowIPw1AMNq3GRBBYY6YsB4HhQEoOTgBNHoAOdhR0ckUBihgGAUsGYhILfgk8XiACBWoWiXOMGm4YDjZMpgADVB9GnRUtXXUZA28YA2USWrkxGzWGGQFIDF9stRMJVgPEAKEABgmNOqMbCpOpgRYH1rUKjQiBB83VjllWvagPig0IPJsH7wy8OyzQEg4FDCJ+iEdEIgQFkAhIMCTBCxfYSNxr9MDalYcQJzSLSJFIpooYZRBwkLGjhwgAOw==)，说明近似效果很好，接受更新值，扩大可信域（即减小阻尼系数）
   * else: 目标函数在变大，拒绝更新值，减小可信域（即增加阻尼系数）
4. 直到达到最大迭代次数

维基百科在介绍 Gradient descent 时用包含了细长峡谷的 Rosenbrock function

展示了 zig-zagging 锯齿现象：

用 LMA 优化效率如何。套用到我们之前 LMA 公式中，有：

代码如下：

LevenbergMarquardt.py

# Code from Chapter 11 of Machine Learning: An Algorithmic Perspective

# by Stephen Marsland (http://seat.massey.ac.nz/personal/s.r.marsland/MLBook.html)

# The Levenberg Marquardt algorithm

from numpy import \*

def function(p):

r = array([10\*(p[1]-p[0]\*\*2),(1-p[0])])

fp = dot(transpose(r),r) #= 100\*(p[1]-p[0]\*\*2)\*\*2 + (1-p[0])\*\*2

J = (array([[-20\*p[0],10],[-1,0]]))

grad = dot(transpose(J),transpose(r))

return fp,r,grad,J

def lm(p0,tol=10\*\*(-5),maxits=100):

nvars=shape(p0)[0]

nu=0.01

p = p0

fp,r,grad,J = function(p)

e = sum(dot(transpose(r),r))

nits = 0

while nits<maxits and linalg.norm(grad)>tol:

nits += 1

fp,r,grad,J = function(p)

H=dot(transpose(J),J) + nu\*eye(nvars)

pnew = zeros(shape(p))

nits2 = 0

while (p!=pnew).all() and nits2<maxits:

nits2 += 1

dp,resid,rank,s = linalg.lstsq(H,grad)

pnew = p - dp

fpnew,rnew,gradnew,Jnew = function(pnew)

enew = sum(dot(transpose(rnew),rnew))

rho = linalg.norm(dot(transpose(r),r)-dot(transpose(rnew),rnew))

rho /= linalg.norm(dot(transpose(grad),pnew-p))

if rho>0:

update = 1

p = pnew

e = enew

if rho>0.25:

nu=nu/10

else:

nu=nu\*10

update = 0

print fp, p, e, linalg.norm(grad), nu

p0 = array([-1.92,2])

lm(p0)

大概 5 次迭代就可以得到最优解 (1, 1).

Levenberg–Marquardt algorithm 对局部极小值很敏感，维基百科举了一个二乘法曲线拟合的例子，当使用不同的初始值时，得到的结果差距很大，我这里也有 python 代码，就不细说了。

### 4) Conjugate Gradients

共轭梯度法也是优化模型经常经常要用到的一个方法，背后的数学公式和原理稍微复杂一些，光这一个优化方法就可以写一篇很长的博文了，所以这里并不打算详细讲解每一步的推导过程，只简单写一下算法的实现过程。与最速梯度下降的不同，共轭梯度的优点主要体现在选择搜索方向上。在了解共轭梯度法之前，我们首先简单了解一下共轭方向：

共轭方向和马氏距离的定义有类似之处，他们都考虑了全局的数据分布。如上图，d(1) 方向与二次函数的等值线相切，d(1) 的共轭方向 d(2) 则指向椭圆的中心。所以对于二维的二次函数，如果在两个共轭方向上进行一维搜索，经过两次迭代必然达到最小点。前面我们说过，等值线椭圆的形状由 Hesse 矩阵决定，那么，上图的两个方向关于 Hessen 矩阵正交，共轭方向的定义如下：

![http://latex.codecogs.com/gif.latex?%5Cmathbf%7Bd%7D%5E%7B(1)T%7D%5Cmathbf%7BAd%7D%5E%7B(2)%7D%20=%200%7D](data:image/gif;base64,R0lGODlhdAATALMAAP///wAAAGZmZnZ2doiIiJiYmLq6ukRERFRUVMzMzBAQEO7u7iIiIjIyMqqqqtzc3CH5BAEAAAAALAAAAAB0ABMAAAT+EMhJ6VoV3My7/xZWbWBpngDRDWhrqhzrzuggAs8xLTLACIRGgyBQ0Eo2iYMwEEh4x2hn4ZQUBgxK1WCQHBwSmDRDfcIQsup4XQBPHtmJA1yYKB7KdaYtMTSsfwBzemMDCRRwiGo4RoQxhxJ4AE2Ri44gAgEBMgg3OHFPOhMFoiAMdSWZmxKdGQySC6WESwUEXR0EqwAHnok7sghiHg4BoCC5MrwVCLcasmsGpQ2Qe7oI1J+KFAzYHQ2azR8F1tgEh5IPlmNfowgd4zIDbpHGBmILASUJDQwBz++65MlxsOABDHuXAlAz0AhANAQCIupKIMZAJgKSzIU5EADjBwTUSzRJqvAwYiYZFCNp0iRDI6EHAUYmCIBhnBiOPdx50IligRF8AdTZnIBzAk8OR9fMlBkTgCYKA3Q5nFfBQTgTA9I8rbBVQtQeBqhSsPpBAIKzaNP2mLCUbcyZDSdJFeTpiVgTCkTMDIBKAlyocwmSuTsG5kKafyd8vSRHgRAhmowl9jqXMYgAzRw06ip3raNpFAyAo8B58RqzaVN79tKXgM5xqBb0W6303zdZsJ/Mtnwi2oQGI/0cMKnpX5R9CgIEctbPnxrhxP3xNkFLwNXp2LOfiAAAOw==)

如果椭圆是一个正圆， Hessen 矩阵是一个单位矩阵，上面等价于欧几里得空间中的正交。

在优化过程中，如果我们确定了移动方向（GD：垂直于等值线，CG：共轭方向），然后在该方向上搜索极小值点（恰好与该处的等值线相切），然后移动到最小值点，重复以上过程，那么 Gradient Descent 和 Conjugate gradient descent 的优化过程可以用下图的**绿线**与**红线**表示：

讲了这么多，共轭梯度算法究竟是如何算的呢？

1. 给定一个出发点 x0 和一个停止参数 e, 第一次移动方向为**最速下降方向**:![http://latex.codecogs.com/gif.latex?%5Cmathbf%7Bp%7D_0%20=%20-%5Cnabla%20f(%5Cmathbf%7Bx%7D)%7D](data:image/gif;base64,R0lGODlhawASALMAAP///wAAAKqqqiIiIoiIiGZmZlRUVDIyMnZ2dtzc3Lq6uszMzO7u7hAQEERERJiYmCH5BAEAAAAALAAAAABrABIAAAT+EMhJq704680ze93DdGRpTkKqrupIFiQDn3RtDUGu77lLyYSZhLAoKQi2ZE0QAF0SSIsjJQQcTleltjRoYAq+CSMQBjycJYJgy94w0RPoRTCQJk4LA4AZGAQNBwhtbF0WYBUMCAOBChReEw8HOUgKAQ0HYY8JOY0ACwFZg0lvFHIXDnASjxQGAUgJmBYBEmOrAA5NngQPURcFBsDBwoJahROHFw1FpXUWkpF3NyO1FAgBMFlngwsO3d7fvRKkAKYWYxYJzYgNuRcD05bV1wp6ng6iJwPNCGUTCupibFHA9S4ZrXgTcAkgUC+BwGPCIhogpuVNOQsMDRpSA0rjmABynSrdCyJhE758A5BdMBAuYbQJBIhZq+KpXi0Evw5Eyejp4UkNTCi661RBmwRFAe4BsAYKjZqDPhUolfrThMoLsy4wUFoiFLULWXZV3TKCKgYEyzoocCI1h4N+CxA8EDrWRoO5RH3FoFm371FeGz6E8BEBADs=)
2. ![http://latex.codecogs.com/gif.latex?%5Cmathbf%7Bp%7D_%7Bnew%7D%20=%20%5Cmathbf%7Bp%7D_0](data:image/gif;base64,R0lGODlhTQAMALMAAP///wAAAKqqqiIiIoiIiGZmZlRUVDIyMnZ2dtzc3Lq6uszMzO7u7hAQEERERJiYmCH5BAEAAAAALAAAAABNAAwAAAT6UIQwSDEHgc27/2AofhJlYVqYTMq2BMcoz7S3Bi3wxiATNB1H4FErbi6GpFKZ8viAHCFxQXgQNs8OIlAwer1ZzrbLexDDm/F3TUMDxgqDywFwCwUMAkLxKCQ4BIEMAARyAAYMCXQgSEtLTR12AQKFGwlAPjgbCgF0AgABC29EAA6iAgtEA4NQi2xOLJudhF0AK3U/CBcHV3MbBqILAw8COQwDOou9r5G5u72VOpg/IYEbUAK1HNkADxoMpMwcbhwKi+a4UB+mAHEJCguGDC1Vb1d44s3qHjxV5hMOBnlYxMAAKQRmSCUoQIxhjnzthHQS2GEBQkgQM4qLAAA7)
3. while![http://latex.codecogs.com/gif.latex?%5Cmathbf%7Bp%7D_%7Bnew%7D%20%3E%20e%5E2%5Cmathbf%7Bp%7D_0](data:image/gif;base64,R0lGODlhXAAUALMAAP///wAAAKqqqiIiIoiIiGZmZlRUVDIyMnZ2dtzc3Lq6uszMzO7u7hAQEERERJiYmCH5BAEAAAAALAAAAABcABQAAAT+EMhJq7046z0FQQUnjmRpMoRkIGbrvpxySM8M3/ibSGDu/6TBDkgsUgwKo3KB9BEWgKGySHAIbgIBI5EyCQKBAaFgOLCmFIGjy3m4WQkwmPUNj8vnSzyQBCwCNmgTCisMGg4PEgt9Fnt9f4EVDAENFA4BiYIUCwUFhhYINgwInxaTlROXiQsED12nFAgBIZoTTJ4XDQVuD6WmlLGzADZuALATsrSaCg6kGJNSGsc8s4SKDsbAqQFaHwoPBVIE44YEBipb2BsPaxuTvr4U0wCXHudRlZN8EgoB2FcBoCDI5ACKgAWJBhhCpe4CCisjDjB6AMUhmD79sI2RECdbAxBwZdgsUGcAyoIBDwT0YTDAjzo2FZgwEjGKVzx5lEAe6GJOUT5tFsZJQCVAmYSiAB6wYJCpFk5UFZjxwzbPEhRCCRQwkcAgSSsACFJocSoJaAUbrZiBcXBTHQMDmQYWi7Kr6IOZZNX6u7lgYB6ygEVEAAA7):
   * 用 Newton-Raphson 迭代计算移动距离，以便在该搜索方向移动到极小，公式就不写了，具体思路就是利用一阶梯度的信息向极小值点跳跃搜索
   * 移动当前的优化解 x：![http://latex.codecogs.com/gif.latex?%5Cmathbf%7Bx%7D_%7Bnew%7D%20=%20%5Cmathbf%7Bx%7D%20+%20%5Calpha%20_k%5Cmathbf%7Bp%7D](data:image/gif;base64,R0lGODlhegAPALMAAP///wAAAJiYmDIyMoiIiLq6uhAQEO7u7lRUVNzc3ERERCIiImZmZqqqqnZ2dszMzCH5BAEAAAAALAAAAAB6AA8AAAT+EMhJq7046827/2AojpxQkGiqrprJfsIQBARQBMZwvGk817fcLuPiNAgCxmPTmC0IDMTAQUHQAAkdj2WtZYet04ZBBRwMEkEmMRM/AgOKLJbYVqKIvF5fvswHdSViRHETCw0PJwcKNRQHOBQKAWoSZ5N2L5aUF3h5AwN7fRMGmwADBI0ACIOVkBMOAQyRAQtgmCmStR1FGGyBEgoKvwsWj2ivsRMMBE2FZgQOBUm/qAQ7BAgSCAcJCpx74Aiid8xwu6wWbxUKfVkADdGtx8ABDRLQErCy7wABSw6UFCxBpEbXMW8v8AHQJ2jDgl8F2Jl5x0DAAQJLzLSRcMObgwWDARDCgqPmAUIESx4sENBAzAFiJu+x+Bgy34wBpSzw6gWwgcUECKwBYGDAniMcDqKc8oBKwrEG+yZABSCAyoGct8KkqOUglcZ5IATaQJCgwINsZk4gWVijga2sGt6GePnOwYNAxkYgPICAEkABlBJUhLoTLtwHsg5U5CgppFzDkCODiAAAOw==)
   * 用 Gram-Schmidt 方法构造下一个共轭方向，即![http://latex.codecogs.com/gif.latex?%5Cmathbf%7Bp%7D_%7Bnew%7D%20=%20%5Cnabla%20f(%5Cmathbf%7Bx%7D_%7Bnew%7D)%20+%20%5Cbeta%20_%7Bk+1%7D%5Cmathbf%7Bp%7D](data:image/gif;base64,R0lGODlhygATALMAAP///wAAAKqqqiIiIoiIiGZmZlRUVDIyMnZ2dtzc3Lq6uszMzO7u7hAQEERERJiYmCH5BAEAAAAALAAAAADKABMAAAT+EMhJq7046805e12oPYxonmiqrpbgvvBbhgVrMrWt73xvDYGgcBicUXCEnISw8G0UBCfgI3hEpdisRBAAXRLXisOlBBy0mLMv4QU4mug4b9DAFIwTRgAPeLTlSwIcDwohYQADcICLKVx/EmAXAgMWDgmMEgsGg4UcCooPZVhcAQNJBgcImCF0FncVDAgDqZ0SdRMPB0FRCgENB3w2tyO1GlEOBw6qOqSmBajLAAlBnQsBaqsajhSRFw6PAMMTBgFRCcBSAZwdf+g60wHV1xJ64g5dWM8G+/z80RetJry60EARJEoWdOW6JGVAsAqEOCQohiAKAweHNiRwcMQXhXv+IOpRQBBAVLYW+KRlzKOuQgKEsBqkbBhM374DB/r9w1WhwBUDxSYsCPpAVkdxJGuInJD05IYBCBE8BKAAZh5xH0tNFbZuw6MBnaxSUCDIpdWlEpqidRNAAAMCCBSEYgiAgN0SBDYBMMBgo51+gA3sRPmg24W8BC/45ILtbdy5E+wSwKuXr18KWC9E3PBvAcJzAATEHVuW21mPE+4J0hNPQi+OggI0QeDlTegFIByGk8ARC9SBFwysdEN3ybKmoQHIBkCbdxMBuBGVuNU7k15iGxZEu8hQQAESTEhbeNmxNdUAvesheHYgzILeBpp4fiCgEwNK75dk4TKYAljNbcjpgl5aQRwAQn57yTcAffbh19shBJSWwWYZuOWHAIcU0EBpOBRQgAMOeFgAQ+Sx1MB6qISxFgV22bKFKN71ocoHWgB3QUsWXCRCi7uFBmMNRU3RDjtBWQDOBA5VZAFZ452WGT2oVdKEAgZMpAk9hRAAgpJuZVOCAtVZgIBBGthGpZV6MZDlllF06dqROXIg4RGUiLZAcUyaddQFYAbhQDDpGeAFbX5A8p13FGLSQFFFUmASBoEO6ocXCRz6XS048KDAVAso9V0FeU6gQAHlXNInels55QNtwx0BpxMk8JCqBqGqauutuHrAQgQAOw==), 按照![http://latex.codecogs.com/gif.latex?%5Cbeta](data:image/gif;base64,R0lGODlhCwAQALMAAP///wAAAO7u7piYmKqqqoiIiNzc3ERERMzMzCIiIrq6umZmZjIyMnZ2dgAAAAAAACH5BAEAAAAALAAAAAALABAAAAQ/EEgpBhllSjPmQVo2JaCklMCwhMDBHI2WaowwGYrWiLO28B1NIieJTRCJoxEgOBgmhIqFJwnKoNeJwpZldiURADs=)的确定公式又可以分为 FR 方法和 PR 和 HS 等。

在很多的资料中，介绍共轭梯度法都举了一个求线性方程组 Ax = b 近似解的例子，实际上就相当于这里所说的![http://latex.codecogs.com/gif.latex?%5Cmin%20f(%5Cmathbf%7Bx%7D)%20=%20%5Cfrac%7B1%7D%7B2%7D%7C%7C%5Cmathbf%7BAx-b%7D%7C%7C%5E2](data:image/gif;base64,R0lGODlhvwAlALMAAP///wAAAMzMzDIyMtzc3JiYmKqqqmZmZu7u7lRUVLq6uhAQEERERCIiIoiIiHZ2diH5BAEAAAAALAAAAAC/ACUAAAT+EMhJq7046827RYzijWRpnmiqrgDxFIHIznRt33eM73zv57KfcEgsSnTGpHKpQjKf0GjFKa1ai9Srdgvk8gyOx8HLzJJZCIck8ZAiCp0ComcGBO3ny12mGEgKflFjHQiDNggPDAEDDwIVDBSQeY+REwQSYiQFDSmFDoYADo4eCmpGkhKoFg1wRQoLixmqqhINlyMCoCUMBgaggSPARLMYBgGcRgSxGMQUCXc/CAFzFAWtIw4Gp5UXAwF1PdLClBOqoi1EBsiRt7gJ2+UXAgMNAbTRyxfNAL0IBKLeCBTwZeCNgWcSBDBYcGleAIEHoU1A1IDRnQXVvAVQoyDAggH+1CRgLLLPGZhv7f5o5OgR5AppDT4lYMQtlQRl3wK0kdZKQIBWryY+lMAz4Uhm1yYcnZBgYwuXU+DZrIAAo7QAutY4JQD15TcZVYGVtIBEGtgAFIYeORvSwoJRltZR8AYo5YQGbSccSMC3r982J8YCeAD4wDcMdAfY7eTR2c+pkC+olXZLWki1ACZPwyDNAgG5E2ElpYCXRs7Th+OpprCAms/HH0RnUMigtm3bpihIW/oAa+R7aStrvtxO82IJCkADqMrsWF6RUgHQMvBxgPVvylM5p7GbQu9BgoMTHT4Bs3EMDt65vXAgWz7WGPb6nQ/YxNgBcO18tdDe2DjGSzX2pY10NUkmnHDElXcgBgnkxk4FYWDiGwUCqDdMgQpZ4A0tEQ42oVcBjKIMKuEBUKE9CpwYwokJCKCii02tGKNEADRAozUTPFCPJL0tck020UkyDyzAgFCPPWPoaI+EPr7EUBgHDOBgiUOgdQEIJfz3A5VecMnDHAoAh0l+Gygw2gwFfBKCBV5u0SYOCxTwAI16eVAIDnLcFMCAqxE4SYFi+vCCg1eeeUGeNzQAVwKgvXmFo3/eEGeOVjLlTKSWZoopE4xu6mmk0vD56ahcMEAoqahK4cCpqba6BBiuxvqEmROwKuutOOSiwK6+4OprD7CcZuGvGUQAADs=)

还是用最开始的目标函数  ![http://latex.codecogs.com/gif.latex?f(%5Cmathbf%7Bx%7D)=0.5x_1%5E2%20+%200.2x_2%5E2%20+%200.6x_3%5E2](data:image/gif;base64,R0lGODlh3wAWALMAAP///wAAAO7u7mZmZoiIiERERKqqqiIiInZ2djIyMrq6upiYmBAQEMzMzFRUVNzc3CH5BAEAAAAALAAAAADfABYAAAT+EMhJq7046837NAQyeGTZgaKprhQ6snAsXwIhOcis0zaA78BJ7ZbzCBadhSDIpCgSkgW0qXtGp1SZFSAlvTiCb3az9DwkqbHsDEirYWy3cEAQExokRQ8IWhAUGA8BgwFiHAdsMn1/GX4DBYAkiDqLkRiLeB6TFQUGBmJYHqEzCgUTCZkVDwsNqR4OljGlp64TShKCBq+xMLMSqBh0Nw67FgIBZbZIJQS6O522xBYPzsx4iRgLvBbQUdIVB6kOBx13ANgX2hvdXN9OWA/oGOboBuSc8hsN7jIBqQoMLlAz4UnAgz3ZtlXwNwHgBQbL2gTgUPDgBnUaGEpwaCFBERL+FfcIQHDAY6yAthIMsqEgAIMEyQCgnCEoUQNk0xAsMIAgloEFPX86iEcowMeEGmpOuBnzwrgPQBUIJUroaDqFE5RKYGohwIKvCKoB+Bl0wVBBVTlFnDBzgoMANh7A7Lrjps0A8o5MOBBJwZkHDHQxqMUBIwa7S/FqOObM77nAMglfxLpVcWV0gr50cwxYsGQKg1Xdq6BSSr4DTSUMcMC6tWurABBf3oDA1NiNbU0YviA7tmUMBfY0zl1it4XevStHXIByuJGJomkw8IoBtQ5B/3BqIAB9AgJ+G1a3TpDgtSqNAFqmnkAAoXfwGsSzJm+eAvaG2oUEqGYgfxv4Fyj+MJoQxElQQADWWVAgCwFYYkCBkElAQG4JrIWLbZNt0OAHC47l3ikWulAYZRJsKMGDF1B3on8VVuBJHRUQAF+BdPQ3igQLyudaa7ABUEBEMl5QQCKsUXAMG5EANWAjJPoIJIAKAGmkZYAM4UOPFBjHzZNOfUTAgEduVKKBaznwoY/ohIBGIRXsA4QvACTAxgMOlHHLY2c4tAB0DSTywJJIaQCnnLjUudUACiT6SXoB7blVnlN0oYGWFQw6p6HnjJYAIHryOSeZFPCVTkQkBWAbAoO0KKFYM/SB6FKhRRHCAGw0MIABDfBkQCx/JtGkhwu8ulWs0xVFjK246mpJHIaBWECpiwQEa0kDscZGh7DI5hoWLwLMNUF3FQiAoShvANHriOVusAmT6V7SzRJwWoDAZwFa2O4K55JxLwawgLEvvzZA1FN8RjT7bwn5HkwCPQonESk5Op1ppL3prNcwBwlfrEFIGgvaw3cdd6zAAHDlE/I5RWF5sh8iWHzyyzDH3EEEADs=)   来编写共轭梯度法的优化代码：

# Code from Chapter 11 of Machine Learning: An Algorithmic Perspective

# by Stephen Marsland (http://seat.massey.ac.nz/personal/s.r.marsland/MLBook.html)

# The conjugate gradients algorithm

from numpy import \*

def Jacobian(x):

#return array([.4\*x[0],2\*x[1]])

return array([x[0], 0.4\*x[1], 1.2\*x[2]])

def Hessian(x):

#return array([[.2,0],[0,1]])

return array([[1,0,0],[0,0.4,0],[0,0,1.2]])

def CG(x0):

i=0

k=0

r = -Jacobian(x0)

p=r

betaTop = dot(r.transpose(),r)

beta0 = betaTop

iMax = 3

epsilon = 10\*\*(-2)

jMax = 5

# Restart every nDim iterations

nRestart = shape(x0)[0]

x = x0

while i < iMax and betaTop > epsilon\*\*2\*beta0:

j=0

dp = dot(p.transpose(),p)

alpha = (epsilon+1)\*\*2

# Newton-Raphson iteration

while j < jMax and alpha\*\*2 \* dp > epsilon\*\*2:

# Line search

alpha = -dot(Jacobian(x).transpose(),p) / (dot(p.transpose(),dot(Hessian(x),p)))

print "N-R",x, alpha, p

x = x + alpha \* p

j += 1

print x

# Now construct beta

r = -Jacobian(x)

print "r: ", r

betaBottom = betaTop

betaTop = dot(r.transpose(),r)

beta = betaTop/betaBottom

print "Beta: ",beta

# Update the estimate

p = r + beta\*p

print "p: ",p

print "----"

k += 1

if k==nRestart or dot(r.transpose(),p) <= 0:

p = r

k = 0

print "Restarting"

i +=1

print x

x0 = array([-2,2,-2])

CG(x0)