**Kafka**

* Kafka is an open-source distributed stream-processing software platform which is used to handle the real-time data storage. It works as a broker between two parties, i.e., a sender and a receiver. It can handle about trillions of data events in a day.
* In Kafka we have Producer and consumer . **producer** who publishes messages, and a receiver is known as a **consumer** who consumes that message by subscribing it.

* In Kafka we have Four Api : Producer ,consumer ,connector and stream Api.

1. **Producer API:** This API allows/permits an application to publish streams of records to one or more topics(like queues or table in db).
2. **Consumer API:** This API allows an application to subscribe one or more topics and process the stream of records produced to them.
3. **Streams API:** This API allows an application to effectively transform the input streams to the output streams. It permits an application to act as a stream processor which consumes an input stream from one or more topics and produce an output stream to one or more output topics.
4. **Connector API:** This API executes the reusable producer and consumer APIs with the existing data systems or applications.

**Topics**: First we need to create topic in Kafka using :

Topic refers to a category or a common name used to store and publish a particular stream of data.

kafka-topics.bat --create --zookeeper localhost:2181 --replication-factor 1 --partitions 1 --topic test

Here test is topic name.

**Partitions**: A topic is split into several parts which are known as the partitions of the topic. While creating topic we need to specify partition and can be changes later as well. Each message can be stored in partition of topic in incremental id this is known as **offset value.**

**The data once written to a partition can never be changed. It is immutable. The offset value always remains in an incremental state, it never goes back to an empty space. Also, the data is kept in a partition for a limited time only.**

**Broker:** A  Kafka cluster is comprised of one or more servers which are known as brokers or Kafka brokers. A broker is a container that holds several topics with their multiple partitions

![Kafka Topics](data:image/png;base64,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)

**Kafka Topic Replication:** Just to avoid loss of data from broker we used to create replication factor while creating topic*. A replication factor is the number of copies of data over multiple brokers.* It Should be always greater than 1.

Now we have multiple replicas of topic with partition so there will be confusion which will serve the client req .So, there is something called as leader and ISR(In -Sync -Replica). Leader only will serve client req ,if leader fails than in sync replica will become leader.

**Producer:** Producer write to Topic. Producer can write data to topic with or without keys .

* If Producers writes data with keys than data will be send to that partition of the topic.eg. So, data of Prod\_id\_1(say) will always be sent to partition 0 under Broker 1, and data of Prod\_id\_2 will always be in partition 1 under Broker 2.
* If Producers send data without keys than it will be distributed in partition using round-robin manner.

Once data is sent will get back with acknowledgement :

* acks=0 means no wait for acknowledge
* Acks=1 only leader acknowledge
* Acks=all leaders as well as replicas acknowledge.

**Consumers:** Consumer reads data from Kafka cluster via topic. Consumers read data in orderly manner . It means that the consumer is not supposed to read data from offset 1 before reading from offset 0. Also, a consumer can easily read data from multiple brokers at the same time.