TF-IDF公式：

**作用：** 评估一字词对于一个文件集或一个语料库中的其中一份文件的重要程度。字词的重要性随着它在文件中出现的次数成正比增加，但同时会随着它在语料库中出现的频率成反比下降。

**概念： 词频 (term frequency, TF)** 指的是某一个给定的词语在该文件中出现的次数。

**逆向文件频率 (inverse document frequency, IDF)** 是一个词语普遍重要性的度量。某一特定词语的IDF，可以由总文件数目除以包含该词语之文件的数目，再将得到的商取对数得到。

**思想：** TFIDF实际上是：TF \* IDF

IDF：如果包含词条t的文档越少，也就是n越小，IDF越大（见后续公式），则说明词条t具有很好的类别区分能力。

**公式：**它的重要性可表示为：

![ \mathrm{tf_{i,j}} = \frac{n_{i,j}}{\sum_k n_{k,j}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHcAAAAqBAMAAAB7B9mQAAAAMFBMVEX///8MDAwWFhYwMDCenp5iYmIEBAQiIiJAQEB0dHRQUFCKioq2trbMzMzm5uYAAAA4Q1LGAAAAAXRSTlMAQObYZgAAAotJREFUSA2dVUuI01AUPXWSaZr0MwouZleEWSlM17OwxXW1AS2IG0VE/MDQxbgZN2UW6qBCYBB1F4TB3yYggwoiQQRH7KLgoruZ6E5QrAgOWMd605eE9/Lpx0t579xz7nm5eelLgHFio/RyzRmnMK7GuGBPmXHCGJy01UP6f82Qupi2kCu6F7rpDpOE2sC2A9DPG1wwbuzR8WDc2khdwcasjJNtEu6YEXUEUQN2v2gfLUCyuyNqI/I9YF3HNPF5qRhW5UdGmIrJ11xONXnlGyV3lRJPJeAlQ7KRrvDqB0rmeCIR1y2lgYIgP6VsVmCGJAbe8GqmN4lZb67y5hc7N5zNswLFyyLWnCu6wISvvHLAjYZQk5iEzYmFcQIzp+lBSzOiXugPjy7AzFKb/j2WaB4j68EQHtVE93wROpnf6cAU9TFhLGcr2A/ZJFvYPL+P9n1vv+/eWXx01rH567Zskho214pEIvd8x52GhGySGDarv5mj5rA5aZRNOjFhM+btQb2kJ9kY3zlEJyZi3l5kqjXcTKoRNWuj7jZY9IR+JsA+KBs+cmftuHb/ME8EWPu6UAkSH6R2feTOmelbWOCJ4Tj7g9ePfrewzBMj8OkmX0Cv4MvAyoBSRu9iSufND5H7C9CLmCLPC/H4mUDPQS0CVwUuOWEfRtJZq3+QMnQsvi/R5p1KdnnK57YHBq3Sl7awZWQPHiNzVXwHx6205JODVjNNqHXIlxxinSO+lDQr3nY1WausLF2dccGTJJPPe9ulWqxVRhfQNapA0JRfHJqzxQGRL3utMrmDx/b16PkNefHpVavVertR/gmv1aAgA2/hgImAa+dZnKPPW9fgZVlRhJzXIthtlSdfp+uU/gNIS7SF/SwAAQAAAABJRU5ErkJggg==)

      以上式子中 ![n_{i,j}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABsAAAAPBAMAAADnvanrAAAAMFBMVEX///8MDAwWFhYiIiLMzMyenp5QUFC2trZAQEAEBATm5uZ0dHQwMDBiYmKKiooAAAAzevxMAAAAAXRSTlMAQObYZgAAAJNJREFUCB1j4LvDt/sUAxxwc7YzHIPzGELWP2AwQ3AZ4hkY5jEwOIFEOB4wMCQzsPxiYOACcUGELgObAogNBd8ZGDdc4G0B8rivMTCwfmDg99rw5ByQG84PFGpgYLvLwDAByF0QBNXAwH0AxEqDcZmjGcIZGExhXN57DM0MDB9gXCDNzcCugMTl5eDYgMR9xQy0AAB1ExwZOLE0uAAAAABJRU5ErkJggg==) 是该词![ t_{i} ](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAQBAMAAADQT4M0AAAAMFBMVEX///8EBASKiorMzMx0dHQwMDDm5uZiYmIiIiJAQECenp4WFhZQUFAMDAy2trYAAACL4f5gAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAFZJREFUCB1jYOC7wAACPBvAFPcBMMW/AESt7J/5AERXgwgGhh4I9YuBgXkDA983IC+BgX0DG0iUdQI7Q6UBA4fDOiZTBQau8AUMjBDFrhCqywFMlysAAKVTD9Wcw+YyAAAAAElFTkSuQmCC) 在文件![d_{j}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAUBAMAAAB2TKBEAAAAMFBMVEX///8iIiJAQEAMDAx0dHTm5uYwMDDMzMyKiopiYmK2traenp4WFhYEBARQUFAAAABMw5L0AAAAAXRSTlMAQObYZgAAAHxJREFUCB1jYGBg4LsPJMDgDYxxDsb4DWVwfwAzuF7OOwBm9DDUPwAx2L8z8G8AMdgOMOwHUhoM/BMYQMYEMNRvYIAYE1/A+puFwfMBA/MGvq+7uBd8YGBXmfDOgZX7AFAdCPA9AFMMDIxgo4AcfqgAwxooQ0EFypCcwAAAqL8dIxV+9vQAAAAASUVORK5CYII=)中的出现次数，而分母则是在文件![d_{j}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAUBAMAAAB2TKBEAAAAMFBMVEX///8iIiJAQEAMDAx0dHTm5uYwMDDMzMyKiopiYmK2traenp4WFhYEBARQUFAAAABMw5L0AAAAAXRSTlMAQObYZgAAAHxJREFUCB1jYGBg4LsPJMDgDYxxDsb4DWVwfwAzuF7OOwBm9DDUPwAx2L8z8G8AMdgOMOwHUhoM/BMYQMYEMNRvYIAYE1/A+puFwfMBA/MGvq+7uBd8YGBXmfDOgZX7AFAdCPA9AFMMDIxgo4AcfqgAwxooQ0EFypCcwAAAqL8dIxV+9vQAAAAASUVORK5CYII=)中所有字词的出现次数之和。

![ \mathrm{idf_{i}} =  \log \frac{|D|}{|\{j: t_{i} \in d_{j}\}|}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAMQAAAAwBAMAAAC8i8hXAAAAMFBMVEX///8iIiKKiorm5uZQUFAWFhZAQEBiYmJ0dHQwMDDMzMwMDAy2trYEBASenp4AAADGi9vUAAAAAXRSTlMAQObYZgAAA9RJREFUWAm1Vl1IFFEUPruj+zM7jj4UFUH4EkQvrfTSS7hRakiQUBaE0Fr4k0QNUdpTTBDqW9pDoUFsoA8loqDlFhHjQ0KZKIgiFrgPPWQEmQv2q3bOnRlnZndNZ9Y5sOd+99xzvm/v3J8ZgCztqFFvgkZwC1Anctz+U3tpDwBBN4x4hUWAXslVCX8SQEy6KuHpx6n8cFUiL4oS065K9BWixC9XJe6GAfglVyUe4iS8i65KTKNEcMFNCR6PBRRH3JQI4LEAfFgunu4gHovArKsSeW3A1eCm+u8s+Pc4VWfWCb7zz2s7CrF6PQnxIw76pgD8pTIikwnthabeetDEa4KWbOEVdUvwRva1WQbw8pRTApm6Jl4TzJCJEmfTwiE5LZQeMPGaYHoezSKeFt4qCf4LUTuXKDf+mQkaQURPfgJX11oCI1P1ljh2cBZdrfhCbm7cdyV1zFZ/Bnpi3DPjQdVUkhUwCeEU9IS9/cLEO1uUqclxOA1QY0gY4yEZ5xGMeqJAl1AWFueQgK2FR7bShOTxGAQmfAWqxKpDw38vrmgSYixV4gBKJIVJb791wG7PmIVaaV4LnIV/QbjTYpczJT8Og9paDEvWoZCch2vRFohZw/Z7QzAW5j8ADIE/Yq0OyeIAjIa9DQfVOH1Q8qWK2tnYC8cpB4veLkt8/c2TVSPLDSkSwtVBGGm6CDC3+j1G2XRBjCUIfSa3vuXMsTFxFhvrrZIioVMUKVzXBHUou51FtzHP3KgBDVSiwjPYbEqiGRNfUg1l7yJgNo3NHAI6aWSUbJV4XMUGUl13GMQKCmaU0NhweL6yUt8veAzI0iXUeJrny5rKWDCjhMYGUPQorJeKCyratIReuDYLvpH+LTeDTqxeuqyNv9bzhLLrFSp2JkEreIinf8mxF4xfYwOfrNIC7IW+iIppb1jXQs9Zr8Vs+pYBWX8QiD0RLTtPa4H/DfkJtdOr2JcQdoexOJxToFKgJ7Zu6g0/RaPRYAV8w+YC/vgXiv1ZeAewEnIl8szGkZUj1NOBJiPIl+jeBlKj7wvbD0rd8cUK1qt2g3EhztUjfQn9WNBbyIEEbRL2IDTG+yD5Gwj7FHRkxTFuJQAtEYTOdhSTOEJU6o7aKSr771EXzjGPb/xETvKrqCxgNwsJ9snFzgXM3wKYYORFJ+jx4xrXS8dkjt0HWUj8ZVy6C7Sp6NP2tQsEICeCQccS+Emis7PWk+lq9yQcS1QDvxgqZNS681/TkanNJ0xXpP1NezjBPdjMd9sbZPdO2pYoxwpoiZHfyKL1eEXW0fqzoo3SnYzvkIyqfz1HMhMPzOB8AAAAAElFTkSuQmCC)

其中|D|：语料库中的文件总数；![ |\{ j: t_{i} \in d_{j}\}| ](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGwAAAAVBAMAAABRZRb3AAAAMFBMVEX///9iYmKKiooMDAx0dHQWFhYiIiKenp4EBAS2trZAQEDMzMwwMDDm5uZQUFAAAAAgHZDGAAAAAXRSTlMAQObYZgAAAdhJREFUOBGNUz1LA0EQncQkZ3JecggiWIiNlY2FYKOQ/INYpFEQRe1ErrARglrYiXggip0fxIjYBEQIWEQtFNTiCgl2OUEFFUVsgorgzM6e54VoHMjsm5n3Nrsze/AEAOqDif5fFr4h2hOco181CE+S+92ii6KmzONyLmQnIjHhSpZc6KJbhv24sGzcrTGSDG96kEMi/yKTDCSkUyldqss1ZZIBUDy1pAiUl2oytYV21ebQKdn3HUnuliuEr1uTjN1D0i0vVdpN66KaTzIgEqeQrB0KtgBA/RN3C1BP484hEIdsdGT1vOBkPyBmcJA3WRYesTBhRYccjmDsU7RygEbVhiTM4LKJP7XH5H/z92IEQZ28sDVkaoT2LtDiCGI60FBohzzGPADR75KJObYmUUccdDIFA5yhbGHux9zoENLOQPftEo44W5VyWjkACRtzbifFK7kjHndyVDE7jimEAeEB6ozo55RivmBYIesjhpgbpJsBZimE4j1dB/uQ0Z/jmpJEWCF7E3XHBQ4ZTY99Py6AqI1Jj8zydzJP+lC1zyhkeGRZUF/r2jwyX6Mn5CBGC3WUO3llaEfbXPnTL2PVvyBkj0RM5MjXsvUMPvMNC2lCVIvu1Id1B8EX2ceEEGXeGekAAAAASUVORK5CYII=)：包含词语![ t_{i} ](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAQBAMAAADQT4M0AAAAMFBMVEX///8EBASKiorMzMx0dHQwMDDm5uZiYmIiIiJAQECenp4WFhZQUFAMDAy2trYAAACL4f5gAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAFZJREFUCB1jYOC7wAACPBvAFPcBMMW/AESt7J/5AERXgwgGhh4I9YuBgXkDA983IC+BgX0DG0iUdQI7Q6UBA4fDOiZTBQau8AUMjBDFrhCqywFMlysAAKVTD9Wcw+YyAAAAAElFTkSuQmCC)的文件数目（即![ n_{i,j} \neq 0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAD8AAAAVCAMAAADGtsa9AAAANlBMVEX///8ICAgKCgoMDAwWFhYiIiLMzMyenp5QUFC2trZAQEAEBATm5uZ0dHQwMDBiYmKKiooAAAAy+9QRAAAAAXRSTlMAQObYZgAAATpJREFUOBGVU9kSwyAIpI1XjHj8/88W0IykOablIVGuZQEB/pH0j/PZt4apSxGLuk7Dw8ko/MUB1PzgfDZp+CKh23r2utdoeCO1m3LvfbKgptuQ7dkQCSqlImbF7RQqCg2fWmVdXAAQtkg0ss5+SBCNyPtFPzssbsRv4F3PZW/jRwhBTRnxeSOVb6zfpCBHhIZEUew3KIdWjfotJw1clGud/+zCPEmOAzxA759lOBlCmMDirj7C//WWJuz8Qc2v8RIsCFRgibRVIt/L+Z2+SCYO7fSbSwjV5UHaryBdGdkgyLj3G/0T7y9yEoysDr0/3E+WBF4jJn3pHu7q/eB8EEHPMxxn0TNcfK2nOql2Euun/QJ+GvWpFAKKvTVK/yv8COFerYrxz/AjvkCEqBu+D1WV9HCsCexxWx+cPwE8CJICie+FAAAAAElFTkSuQmCC)的文件数目）如果该词语不在语料库中，就会导致被除数为零，因此一般情况下使用![1 + |\{j : t_{i} \in d_{j}\}|](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAI8AAAAVBAMAAACNsKCFAAAAMFBMVEX///9iYmKKiop0dHSenp7MzMwEBAQWFhZQUFAwMDAiIiIMDAy2trZAQEDm5uYAAACGGr6XAAAAAXRSTlMAQObYZgAAAjFJREFUOBGVUzFoE1EY/trcmUvMXZpBdKlkculyLoLbTbq0GoeAIhrBgovDOd1aEKx00IpDCQjeUKFOiri4SMaiIBEHF4UMIhQHI1RQEPH//neX5HK9qg/y3vd/7/u++/PeHTA9nIEw5z9M04X1ti9bNHn9rKbSAmrL5CxK9hm3hrp5Sgw0vY6zWnIV5aoro53a0xEcAydUXO5r0M5qPN4iYlB1Pcsh8WTZ8orWFI+fLlSs9N5BiUcU1kZ0wwhRDxT8V1DikRN9fCaJAc4a9Negc28p/OzLtPTkY48FcDDQRabtxqqB+wXx/Dy/Q+EXBuEwJ453ZgFmQ/uHwbyZojM60QJKaeuUbxkPcCUFnRZ2DbavFwa9eikSD2upCfTYoZS1R+12+zL5DVhDwG0KvPhgoqP3UXQtimKh2eXCQADS2xH/bynJ2S+63e59AfgGvhIeuauFHUFv2/tFg46ZkA4OtsVh7xqRQFe4ojPiRWjr9Mio9Gcw3yJKv0HvO74GfumIUKNbSx8SU2jCNciJWeqtVf3F2QtNlmWNE/Acdz/1FuuCkiDn4c87VOTf7PIcWX2PrHsBDrCCt/VGV1w67tzE4LQUaUeGlzk2iH9XO6r3DJHMJ81qrY0+ESFuyy8XtG6USZCHBVOn86afool1U3AuKNlnkBuj03w2YRDYaGZrrYYy84ppmh7kvGXszAfTO/m6Fgp3bLB3kMPw0qG8K8+4ri8f9FHZUFNe8K9MtTFW/gE/boJKBmOmaAAAAABJRU5ErkJggg==)

**StringToWordVector**

# 参数设置

|  |  |
| --- | --- |
| IDFTransform | 值为true时，把文档中单词出现的次数val（或者TFTransform转化后的值）转化为val∗Math.log(doc\_total\_num/doc\_num\_contain\_this\_word) |
| TFTransform | 值为true时，把单词出现的次数val转化为  Math.log(val+1) |
| attributeIndices | 设置文档实例的哪些属性被选择 |
| attributeNamePrefix | 属性名的前缀  比如，词“美丽”作为一个属性，该词生成的属性的属性名就是“attributeNamePrefix美丽” |
| doNotOperateOnPerClassBasis | 值为true时，“wordsToKeep”和“minTermFreq”是基于所有文档，而不是基于每个类的文档 |
| invertSelection | 值为true时，反选“attributeIndices”选择的属性 |
| lowerCaseTokens | 值为true时，所有单词被转化为小写。 |
| minTermFreq | 设置（有类别时，基于每一类）最小单词频率 |
| normalizeDocLength | 用于用文档长度对属性值进行归一化公式为：  attribute\_value∗AvgDocLength/docLength |
| outputWordCounts | 值为true时，记录单词在文档中出现的次数，而不是boolean值 |
| periodicPruning | 指定删减词典的频率 |

# input数据，设置数据格式

# batchFinished()，处理数据（Tokenzier，Stemming，Stopwords）

**Tokenzier**的作用就是对于一个长的String，遍历扫描一遍，按那些字符进行切分。 若需要按句子为单位进行切分，可以新建新的Tokenzier，选择- delimiters 为". ! \n ? "或中文句子结束符号“。！？”等

**stemmer:**像是中文的同义词转换，同一个此类的词包。

常用的Stemming算法：

LookUp算法： 最简单的算法，建一个lookup table，如 cats -> cat. 若查询的词是cats则返回cat。特点：简单易用，但table表量比较大。

Affix算法： ①Suffix-stripping 算法： 根据单词的时态规则将是时态词转换为词根。 如将以ed，ing，ly结尾的词去掉其后缀，生成词根。动词的时态大部分有规则，一部分没规则，对于没规则的可以建一个lookup表。二者相结合。

**stopwords:** 设置停用词，停用词包含在一个文件当中，文件中一行一个停用词，以#开头的行被当作注释处理。

useStoplist: 是否使用停用词，值为false时，不使用“stopwords”选项定义的停用词。

wordsToKeep: 设置（有类别时，基于每一类）保留多少个单词（每一类中，出现次数前wordsToKeep名的单词被保留）。

1、首先Tokenizer，根据单词分割符取出word。若默认的 WordTokenizer 采用" \r\n\t.,;:\'\"()?!" 等英文分割符。这一部会把"boy."等后面的‘.'句号或感叹号等都去掉。也可弥补IKAnalyzer中文分词不足。

2、然后Stemming，取出词根。

3、最后在轮到Stopwords。stopwords.is(word)做词根word在stopword的list中，则取出。应该不会对此单词进行map映射和在vector出现。filter.setStopwords(new File(stopwordfile)); 这样设置一下，就可以将stopwordfile中的word（一行一个）当成stopword啦。

# determineDictionary(); 统计计算（TF，IDF）

# 归一化

# output