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10.5

正交投影矩阵：

正交投影矩阵要求转换后的特征之间互相正交，子空间特征相互独立。同时保留了重构特征的相关信息，有助于提供数据的可解释性和说明能力。缺点在于仅限从高维到低维的降维，而并不支持上述过程的逆过程；同时，对于非线性结构，正交投影无法完全反映数据间的复杂关系。

非正交投影矩阵：

非正交投影矩阵能够对数据进行转换和降维，计算速度相比而言更快，但特征间时常会出现较高的相关性，导致降维效果劣于正交方法。

10.7

核化线性降维：

核化线性降维基于核函数，将原始空间中的样本通过非线性映射转化到一个高维的特征空间，然后使用线性降维的方法降维。能够处理非线性数据，并且保留低维表示中的一些非线性结构信息；缺点在于，由于样本映射到高维空间时需要计算其内积，时间复杂度往往过高。

流形学习：

流形学习基于流形理论，将实际的数据分布预设在低维流形上而非高维空间中。因此，流形学习可以通过学习低维流形的结构来实现数据降维以及特征提取，并对非线性数据进行建模，且计算复杂度相对较低，同时保留一些非线性结构信息。缺点在于需要同时预估流形的局部结构和全局结构，因此相对更难实现。