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# Introduction

* Investigating the effects of parameter changes on an EA
* Creating a meta ai to test all parameters in a range
* Graphing data for detailed understandings

Set out to find the optimal configuration for an Evolutionary Algorithm (EA), the experiment attempts to understand each argument and its resultant effect on the solution of the fitness. A well-reasoned thought might suggest trying to use random numbers, and extrapolating your tests from what you initially find, this would, however, not be a very efficient solution. Instead, the experiment focuses on an underlying program which can incrementally test every value in a range, presenting the best results.

With C++ as the backbone for the project, graphics libraries allow for easy processing of data into graphs. This makes it much easier to analyse the results of each generation and see the affect of each argument in greater detail.

# Experimentation

* Describe the process of making the EA
* Describe the parameters and explain how fitness is calculated
* Describe Meta graphs
  + Describe the effect of tournament size
  + Describe the effect of mutation rate
  + Describe the effect of mutation height
* Explain differences between a good result and an optimal result
* Describe how to calculate a solutions fitness

# Comparison

# Conclusions