![](data:image/png;base64,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)

Projektarbeit

Internationale Hochschule Duales Studium

Studiengang: Informatik

**Wie beeinflusst die Asynchronität von Operationen innerhalb eines Node.js Express Endpunkts die Performance in Lasttest?**

Müller Korbinian

Matrikelnummer: 102302316

Adresse

Lohwald Straße 59

86356 Neusäß

Abgabedatum: 30.09.2024

Inhalt

[Einleitung 3](#_Toc178247396)

[Theoretische Fundierung 3](#_Toc178247397)

[Node.JS und Express 3](#_Toc178247398)

[Asynchrone Programmierung 4](#_Toc178247399)

[Lasttest und Performance-Metriken 4](#_Toc178247400)

[Methodik 5](#_Toc178247401)

[Testumgebung 5](#_Toc178247402)

[Datenbank und Datenquellen 6](#_Toc178247403)

[Aufbau der Lasttests 6](#_Toc178247404)

[Implementation der Endpunkte 8](#_Toc178247405)

[Ergebnisse 8](#_Toc178247406)

[Testergebnis 9](#_Toc178247407)

[Performance-Vergleich 11](#_Toc178247408)

[Fazit 12](#_Toc178247409)

[Literaturverzeichnis 12](#_Toc178247410)

Einleitung

In der heutigen Zeit steht die Effizienz und Performance an erster Stelle bei Software. Insbesondere, wenn es sich dabei um eine Webanwendung handelt. Das Thema wird besonders interessant, wenn diese in der Lage sein sollte, einer sehr großen Nutzerzahl standzuhalten. Eine Technologie, die entwickelt wurde, um mit den immer mehr ansteigenden Anforderungen zu Recht zu kommen, ist Node.js. Dies ist eine Plattform, die es ermöglicht, JavaScript auf dem Server auszuführen. Dies wird durch die V8 Engine von Google ermöglicht. Ein Alleinstellungsmerkmal von Node.js ist die Möglichkeit, Code asynchron, sprich nicht blockierend, auszuführen.

Diese Arbeit untersucht, wie sich die Asynchronität von Operationen innerhalb eines Node.js-Express-Endpunkts auf die Performance auswirkt. Es wird untersucht, wie und in welchem Maße die asynchrone Verarbeitung an Anfragen zu einer höheren Effizienz und einer geringeren Antwortzeit führt. Dazu wird ein Experiment durchgeführt, bei dem zwei Express.js Endpunkte implementiert werden. Einer verarbeitet die Anfragen asynchron und der andere synchron. Beide Endpunkte werden einem Lasttest unterzogen und die Ergebnisse werden miteinander verglichen.

Das Ziel dieser Arbeit ist es, die Auswirkungen der asynchronen Programmierung auf den Webserver zu quantifizieren. Dies wird durch ein praxisnahes Experiment realisiert. Die Ergebnisse helfen, eine fundierte Aussage über Vorteile und Grenzen zu treffen.

Theoretische Fundierung

Dieser Abschnitt der Arbeit beschäftigt sich mit den theoretischen Grundlagen. Die weiteren Abschnitte basieren auf dem hier dargelegten Wissen. Zunächst werden grundlegende Begriffe erläutert. In diesem Abschnitt wird erklärt, was unter Node.JS, Express, Asynchrone Programmierung und Lastentest zu verstehen sind. Im darauffolgenden Abschnitt werden die theoretischen Grundlagen erläutert, auf denen die Tests basieren.

Node.JS und Express

Node.JS ist ein JavaScript-Framework, das die durch Google entwickelte V8 Engine nutzt, um JavaScript außerhalb des Webbrowsers auszuführen. Dabei wird der Quellcode asynchron ausgeführt. Beim Start des Node.js-Prozesses wird eine Eventloop gestartet, die auf eingehende Events reagiert und diese asynchron abarbeitet (Huang and Cai, 2018, S.1-3).

Anhand dieser einzigartigen Architektur ist Node.JS in der Lage, sehr effizient zu arbeiten. Mit einer Speichergröße von 8 GB sind maximal 40000 Verbindungen mit dem Webserver möglich. Im Vergleich dazu sind bei herkömmlichen serverseitigen Programmiersprachen, wie Java oder PHP, in etwa 4000 Nutzer möglich. Dies beruht auf der Annahme, dass die herkömmlichen Programmiersprachen in etwa 2 MB Arbeitsspeicher für jeden neuen Thread benötigen. Neben diesen Stärken weist Node auch eine Schwäche für CPU-intensive Aufgaben auf(Huang, 2020).

Laut der Entwicklerumfrage von Stackoverflow (<https://survey.stackoverflow.co/2024>) ist Node.js eine der begehrtesten Programmiersprachen. Kein Wunder, dass auch auf Node.JS selber bei den Web-Frameworks an Zweiterstelle ist. An siebter Stelle ist das Framework Express.JS, dieses basiert auf Node.JS. Anhand dieser Popularität wurde das Framework Express.JS für diese Arbeit ausgewählt. Die Entwickler von Express beschreiben dieses als ein schnelles und minimalistisches Web-Framework für Node.js. Es bietet eine große Anzahl an HTTPS-Funktionalitäten, dadurch wird es erleichtert, schnell und leicht robuste APIs zu entwickeln (<https://expressjs.com>).

Asynchrone Programmierung

Unter Asynchronität in der Programmierung versteht man, wenn der Programmcode nicht kontinuierlich ausgeführt wird. Dieser wartet, bis Daten angekommen sind oder ein Event ausgelöst wird. Dadurch werden die Systemressourcen freigegeben, wenn diese nicht benötigt werden. Diese Funktionalität ist sehr stark in JavaScript integriert (Flanagen, 2020 S.342).

Es ist wichtig zu erwähnen, dass Java und Node.JS bei der Ausführung von Quelltext nur einen Thread nutzen. Durch die asynchrone Auslegung von Node.JS ist es dennoch möglich, einen hohen Grad an Parallelität zu erreichen. Es kommt zu einer Performance, die in anderen Programmiersprachen mittels Threads erreicht wird, mit einem Bruchteil der Ressourcennutzung (Flanagen, 2020 S.583).

Lasttest und Performance-Metriken

Eines der wichtigsten Themen, das beim Testen anfällt, ist der Test der Performance. Dabei muss nicht die gesamte Software umgesetzt sein. Sobald die ersten Elemente umgesetzt sind, kann damit angefangen werden. Im Bereich der Webentwicklung ist eine der wichtigsten Fragen, welches die maximale Anzahl an Nutzern ist. Damit die Ergebnisse aussagekräftig sind, ist es essenziell, dass der Test so nah an der produktiven Umgebung ist wie möglich (Kleuker, 2019 S.355-356).

In seinem Buch beschreibt Kleuker(2019), dass eine weitere Maßnahme für die Qualitätsbewertung Metriken sind. Dabei wird ein Kriterienkatalog mit relevanten Aspekten erstellt. Im Bereich Softwareentwicklung können die Aspekte automatisiert überprüft und ausgewertet werden (Kleuker, 2019 S22-23).

Für die Evaluation in dieser Projektarbeit werden folgende Metriken ausgewertet:

* Antwortzeit: Die benötigte Zeit, die Anfrage an den Server zu schicken, diese zu bearbeiten und das Ergebnis zurückzusenden. Die Zeit wird in Millisekunden, MS, gemessen.
* Durchsatz: Die Anzahl an Requests, die in einer Sekunde verarbeitet werden können
* CPU- und Speicherverbrauch: Diese bestimmen, wie effizient der Server seine Ressourcen während der Nutzung einsetzt.

Methodik

Dieser Abschnitt der Arbeit befasst sich mit dem praktischen Vorgehen. Zunächst wird erläutert, wie die Tests strukturiert sind. Im Anschluss wird dargestellt, wie sich die Testumgebung zusammensetzt. Darauf folgt die Implementierung der API-Endpunkte.

Testumgebung

Um die Experimente durchzuführen, wird ein Webserver mit dem Node.js-FrameworkExpress.js entwickelt. Mittels des Frameworks Express.js wird ein REST-API-Service implementiert. Die API stellt zwei Endpunkte zur Verfügung, einen synchronen und einen asynchronen. Beide Endpunkte verarbeiten eingehende Anfragen auf die gleiche Weise. Nach dem Empfang des Requests wird auf die MySQL-Datenbank zugegriffen und ein SQL-Statement ausgeführt. Das Ergebnis der Datenbankabfrage wird in Form eines JSON-Objekts zurückgegeben.

Der Express.JS Server wird direkt auf dem PC ausgeführt. Hierbei wird der Port 3000 benutzt. Die Datenbank wird in einem Docker-Container gestartet. Der Datenbankcontainer wird mittels Docker Compose gestartet. Hier wird die Version 3.9 des Docker Compose File benutzt. Das MySQL-Image nutzt die Version 8.0. Die Datenbank ist auf dem lokalen Netzwerk unter dem Port 3306 erreichbar.

Die Hardware des Desktop-PCs, auf dem die Tests durchgeführt werden, besteht aus:

* Prozessor: IntelCore I9-9900 KF, nicht übertaktet
* Arbeitsspeicher: 32 GB DDR-4, 2100 GHZ
* Grafikkarte: Nvidia RTX 2080 Super

Folgendes sind die Software, die für die Entwicklung und Durchführung des Experiments genutzt worden sind:

* Betriebssystem: Windows 10 Professional
* IDE: WebStorm, JetBrains
* Docker: Version XX, 16 GB Arbeitsspeicher
* Node.js: Version 20.11.1
* Express.js: Version 10.2.4
* Artillery, Version, Software für Lasttest.

Datenbank und Datenquellen

Die Daten, die für den Lasttest genutzt werden, stammen von der Plattform Kaggle. Die Daten sind unter [Laptop Prices (kaggle.com)](https://www.kaggle.com/datasets/owm4096/laptop-prices) zu erreichen. Dieser Datensatz enthält folgende Informationen zu Laptops: Hersteller, Produktname, technische Spezifikationen, Bildschirmgröße und Preis. Die Daten stehen in Form einer CSV-Datei öffentlich zum Download bereit.

**Datenbankaufbau**

Für die Verbindung zu der Datenbank wurde die Administrationsoberfläche von HeidiSQL benutzt. In dieser wurde eine neue Datenbank mit dem Namen Sapphire angelegt. In dieser Datenbank wurde eine Tabelle mit dem Namen laptop\_prices angelegt. In dieser wurde mittels der Funktionalität, Import CSV, von HeidiSQL die Daten importiert. Die wichtigsten Felder in der neu angelegten Datenbank sind:

* Company: Der Hersteller des Laptops.
* Product: Das spezifische Laptop-Modell.
* TypeName: Der Typ des Laptops (z. B. Ultrabook, Notebook).
* Inches: Bildschirmgröße in Zoll.
* Ram: Arbeitsspeicher in GB.
* OS: Das Betriebssystem.
* Weight: Gewicht des Laptops in kg.
* Price\_euros: Der Preis des Laptops in Euro.

Die Datenbank ist so strukturiert, dass alle relevanten Informationen schnell und effizient abgerufen werden können.

In der ausgeführten Abfrage werden alle relevanten Daten zu den Laptops zusammengetragen, insbesondere die komplette Systemspeichergröße. Alle Elemente werden nach den folgenden Kriterien gefiltert:

* Preis liegt zwischen 500 € und 2000 €
* Die Taktfrequenz der CPU muss über 2.5 GHz liegen
* Die Displaygröße liegt zwischen 13 und 17 Zoll
* Der Laptop besitzt mehr als 8 GB Arbeitsspeicher

Die Rechner werden nach der Systemspeicherkapazität sortiert und die ersten 10 Elemente zurückgegeben.

Aufbau der Lasttests

Der Aufbau des Lasttests ist ausschlaggebend, um realistische und aussagekräftige Resultate zu erreichen. In diesem Abschnitt wird erläutert, wie der Test aufgebaut und durchgeführt wird. Des Weiteren wird erklärt, welche Tools zum Einsatz kamen.

**Simuliertes Lastszenario**

Das Lastszenario wird in mehreren Schritten aufgebaut. Die Anzahl der gleichzeitigen Benutzer wird insgesamt in vier Phasen erhöht. In der ersten Phase sind es 100 simulierte Nutzer. In Phase 2 werden 250 Nutzer simuliert. In der Dritten sind es 500 Anfragen pro Sekunde. Die Belastung auf die Endpunkte wird pro Testdurchlauf 2 Minuten lang simuliert.

Insgesamt wird dieser Testablauf für jeden Endpunkt 3-mal wiederholt. Der Testablauf wird automatisiert mittels eines Batch-Scripts ausgeführt. Dieses startet die nötigen Prozesse und verwaltet die Ergebnisdateien.

**Antwortzeit und Durchsatz**

Diese beiden Punkte sind die wichtigsten in der Leistungsbeurteilung einer REST-API. Die Antwortzeit beschreibt die Dauer, die der Server benötigt, um die Anfrage zu verarbeiten. Für ein aussagekräftiges Ergebnis zu erreichen, berechnet Artillery sowohl die durchschnittliche Antwortzeit, die Maximale und das 95.Perzentil. Dadurch wird sichergestellt, dass die statistische Anomalität relativiert wird. Ebenso wird die maximale Antwortzeit für jede der Phasen dokumentiert.

Den maximalen Durchsatz beschreibt die Anzahl an Anfragen, die in einer Zeitspanne von einer Sekunde bearbeitet werden können. Dies wird in der letzten Phase ermittelt. In der Artillery Konfiguration wird festgelegt, dass die maximale Antwortzeit nicht mehr als 5000 MS betragen darf.

Insgesamt ist zu erwarten, dass beide Endpunkte eine ähnliche Performance besitzen, wenn der Durchsatz niedrig ist. Dies liegt daran, dass Node.js bereits asynchron arbeitet. Erst bei hohem Durchsatz wird erwartet, dass der asynchrone Endpunkt eine bessere Antwortzeit aufweist.

**Hardwareauslastung**

Im Testbetrieb werden die Ressourcen des Rechners kontinuierlich überprüft. Dabei wird die CPU und RAM-Nutzung des Express.js Servers überprüft und in einer CSV-Logdatei gespeichert. Um diese Daten zu erheben, wird ein Python Script erstellt und benutzt. Dieses filtert nach dem Express.js PID. Dadurch wird sichergestellt, dass die Daten nicht durch andere laufende Prozesse verfälscht werden.

**CPU-Auslastung**

Die CPU-Auslastung ist ein wesentliches Merkmal für die Effizienz der Anfrageverarbeitung. Da Node.js nur auf einem Thread ausgeführt wird, steigt die CPU-Nutzung mit der Intensität der Serverbeanspruchung. Hier wird erwartet, dass der asynchrone Endpunkt weniger Ressourcen benötigt als der synchrone. Dies basiert auf der Annahme, dass durch die asynchrone Verarbeitung weniger Ressourcen blockiert werden.

**Arbeitsspeicher-Auslastung**

Die RAM-Auslastung wurde ebenfalls gemessen, da ein hoher Speicherverbrauch auf ineffiziente Speicherverwaltung hindeuten könnte. Vor allem bei komplexen Datenbankabfragen und hoher Benutzerlast sind Schwankungen in der Speicherauslastung zu erwarten.

Implementation der Endpunkte

Die Implementation der Endpunkte erfolgt auf zwei verschiedenen Paradigmen. Einer wird synchron und der andere asynchron entwickelt. Die beiden Implementationen unterscheiden sich an zwei wichtigen Stellen. Die Callbackfunktion, die aufgerufen wird, wenn eine Anfrage an den asynchronen Endpunkt gestellt wird, ist mit dem Schlüsselwort async versehen. Dadurch wird diese Funktion aufgerufen und Node.js wartet nicht, bis die Funktion vollends ausgeführt wurde. In der Zwischenzeit können weitere Anfragen angenommen werden. Der zweite Unterschied liegt daran, dass in der Funktion das Schlüsselwort await nutzt. Dies geschieht bei der Datenbankabfrage. Dies veranlasst Node.js, die Verarbeitung der Anfrage zu pausieren, bis die Datenbank die entsprechenden Daten liefert.

Durch diese beiden Unterschiede wird der Thread nicht blockiert und Node.js kann mehrere Anfragen quasi parallel bearbeiten. Dieser Unterschied bietet eine ideale Grundlage, um die Auswirkung von asynchroner Programmierung auf die Performance einer Rest-API zu testen.

Ergebnisse

In diesem Abschnitt werden die Resultate der durchgeführten Tests detailliert dargelegt. Das Ziel ist es, die Leistung der Endpunkte zu quantifizieren. Durch die Ergebnisse können Schlüsse auf die Effizienz und Skalierbarkeit der Implementationen gezogen werden.

Testergebnis

**Performance des Endpunkts**

Tabelle der APIS, in MS; eigene Darstellung

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | Synchron | | | Asynchron | | |
|  |  | mean | 95% | max | mean | 95% | max |
| 100 Anfragen | 1 Versuch | 2 | 2 | 4 | 2 | 2 | 4 |
| 2 Versuch | 2 | 2 | 4 | 2 | 2 | 5 |
| 3 Versuch | 2 | 2 | 4 | 2 | 2 | 3 |
| 250 Anfragen | 1 Versuch | 2 | 3 | 12 | 2 | 3 | 7 |
| 2 Versuch | 2 | 3 | 8 | 2 | 3 | 8 |
| 3 Versuch | 2 | 3 | 8 | 2 | 3 | 8 |
| 500 Anfragen | 1 Versuch | 2 | 4 | 38 | 2 | 5 | 42 |
| 2 Versuch | 2 | 13 | 106 | 2 | 7 | 49 |
| 3 Versuch | 2 | 6 | 73 | 2 | 8,9 | 67 |

Die Ergebnisse, Tabelle 1, liefern interessante Erkenntnisse zur Performance von synchronen und asynchronen Endpunkten. In dem Lasttest mit niedriger Intensität liefern beide Implementationsansätze nahezu identische Resultate. Die mittlere Antwortzeit liegt bei beiden bei 2 MS, das 95 % Perzentil ist ebenfalls 2 MS. Die längste Antwortzeit lag bei der synchronen Implementierung bei 4 MS und bei der asynchronen bei 5 MS.

Bei 250 Nutzern pro Sekunde fällt auf, dass die mittlere Antwortzeit gleich bleibt. Das 95-Prozent-Perzentil erhöht sich auf 3 Millisekunden. Die maximale Antwortzeit ist bei beiden Implementationen ähnlich, bei 8 MS. Hier ist zu betonen, dass es bei der synchronen Implementierung in einem Testdurchlauf zu einer maximalen Antwortzeit von 12 MS kam. Bei der Asynchronen gab es auch einen Ausreißer, ebenfalls im ersten Durchlauf betrug die Zeit nur 7 MS.

Im letzten und auch intensivsten Test, mit 500 gleichzeitigen Nutzern, stellt sich heraus, dass die mittlere Antwortzeit ebenfalls 2 MS betrug. Beim 95 % Perzentil erreicht die synchrone Programmierung eine maximale Antwortzeit von 13 MS und die asynchrone eine Zeit von 8,9 MS. Bei der maximalen Antwortzeit liegt die synchrone Implementierung bei max. 106 MS. und die Asynchrone 67 MS. Es fällt auf, dass die asynchrone Implementierung konstantere Ergebnisse liefert.

**Hardwareauslastung**

Der Test mit dem synchronen Endpunkt liefert folgende Ergebnisse:

**CPU-Auslastung**

* **100 Nutzer**:
  + Die durchschnittliche CPU-Auslastung beträgt etwa 23–37 %, mit Spitzenwerten um 106 % und einem 95%-Perzentil von etwa 57–76 %.
* **250 Nutzer**:
  + Die CPU-Auslastung steigt deutlich, der Durchschnitt liegt bei etwa 67–99 %, und die maximale Auslastung erreicht 270 %. Das 95%-Perzentil bleibt in einem Bereich von 140–190 %.
* **500 Nutzer**:
  + Bei 500 gleichzeitigen Nutzern sehen wir die höchste CPU-Auslastung. Der Durchschnitt bewegt sich zwischen 115 % und 129 %, während die maximale CPU-Auslastung bis zu 420 % erreicht. Das 95%-Perzentil reicht von 250 % bis 312 %.

**Speicherauslastung**

* **100 Nutzer**:
  + Der durchschnittliche Speicherverbrauch beträgt etwa 97 MB, mit maximalen Werten von bis zu 106 MB und einem 95%-Perzentil, das sich zwischen 103–106 MB bewegt.
* **250 Nutzer**:
  + Die durchschnittliche Speicherauslastung liegt hier bei etwa 91–99 MB, wobei die Spitzenwerte bei ca. 111 MB liegen. Das 95%-Perzentil bewegt sich im Bereich von 103–106 MB.
* **500 Nutzer**:
  + Bei 500 gleichzeitigen Nutzern sehen wir eine deutlich höhere Speicherbelastung. Die Durchschnittswerte liegen zwischen 100–105,4 MB, während die Spitzen bis zu 115 MB reichen. Das 95%-Perzentil liegt bei etwa 113–114 MB.

Folgendes ist die Hardware-Auslastung für den asynchronen Endpunkt:

**CPU-Auslastung**

* **100 Nutzer**:
  + Die durchschnittliche CPU-Auslastung beträgt etwa 34–37 %, mit Spitzenwerten um 105 % und einem 95%-Perzentil von etwa 57–88 %.
* **250 Nutzer**:
  + Die CPU-Auslastung steigt deutlich, der Durchschnitt liegt bei etwa 78–90 %, und die maximale Auslastung erreicht 211 %. Das 95%-Perzentil bleibt in einem Bereich von 163–193 %.
* **500 Nutzer**:
  + Bei 500 gleichzeitigen Nutzern sehen wir die höchste CPU-Auslastung. Der Durchschnitt bewegt sich zwischen 110 % und 130 %, während die maximale CPU-Auslastung bis zu 361 % erreicht. Das 95%-Perzentil reicht von 241 % bis 289 %.

**Speicherauslastung**

* **100 Nutzer**:
  + Der durchschnittliche Speicherverbrauch beträgt etwa 91–95 MB, mit maximalen Werten von bis zu 104 MB und einem 95%-Perzentil, das sich zwischen 96,9–101 MB bewegt.
* **250 Nutzer**:
  + Die durchschnittliche Speicherauslastung liegt hier bei etwa 91–99 MB, wobei die Spitzenwerte bei ca. 111 MB liegen. Das 95%-Perzentil bewegt sich im Bereich von 107–110 MB.
* **500 Nutzer**:
  + Bei 500 gleichzeitigen Nutzern sehen wir eine deutlich höhere Speicherbelastung. Die Durchschnittswerte liegen zwischen 98,8–105,4 MB, während die Spitzen bis zu 117 MB reichen. Das 95%-Perzentil liegt bei etwa 110–116 MB.

Performance-Vergleich

Bei einem Anfragevolumen von 100 Anfragen pro Sekunde besitzen beide Endpunkte eine sehr ähnliche Performance in Hinsicht auf Antwortzeit und Durchsatz.

Beide Endpunkte sind ähnlich performant bei einem Anfragevolumen von 250 Nutzern pro Sekunde. Die Daten zeigen, dass tendenziell mehr Zeit benötigt wird, dieses Volumen abzuarbeiten, im Vergleich zu den 100 Anfragen. Im Test ist eine leichte Tendenz zu sehen, dass der synchrone Endpunkt in Extremfällen eine höhere Antwortzeit besitzt. Dadurch lässt sich auch eine leichte Tendenz erkennen, dass der asynchrone Endpunkt einen höheren Durchsatz erzielt.

Besonders interessant, bei dem letzten Test, ist die mittlere Antwortzeit, diese ist immer noch bei 2 MS. Jedoch ist das 95% Perzentil wie erwartet angestiegen. In der maximalen Antwortzeit gibt es die größten Unterschiede. Bei dem synchronen Endpunkt sind die Werte höher als bei dem asynchronen. Das zeigt, dass der synchrone Endpunkt, wie erwartet, bei hoher Belastung effizienter ist. Der asynchrone Endpunkt liefert ziemlich konstante Ergebnisse, im Vergleich zu dem synchronen. Das bestätigt die Tendenz, dass der asynchrone Endpunkt einen höheren Durchsatz besitzt.

In der Ressourcennutzung gibt es keine signifikanten Unterschiede zwischen den beiden Implementationen. Die Nutzung der Hardware ist wie erwartet mit zunehmender Belastung gestiegen. Der Grund für eine CPU-Auslastung von über 100 % liegt an der Art, wie Python mit den Kernen umgeht. Python betrachtet nur die physischen Kerne, nicht die virtuellen. Sprich, bei einem Wert von über 100 % sind alle physischen Kerne ausgelastet und noch ein Teil der Virtuellen.

Fazit

Das Experiment hat gezeigt, dass asynchrone Operationen einen Einfluss innerhalb eines Expresses.js Servers besitzen. Die gewählten Testzentren haben gezeigt, dass die größten Unterschiede in der maximalen Antwortzeit, sprich nahe dem Limit gibt. Die Tests haben auch gezeigt, dass bei einem erwarteten maximalen Anfragevolumen von 250 Anfragen pro Sekunde, es keine Rolle spielt, wie der Endpunkt implementiert ist. Ab da liefert der asynchrone Endpunkt bessere und vorausschaubare Performance.

In zukünftigen Arbeiten sollte dieses Thema erneut aufgegriffen werden. Insbesondere sollten zukünftige Forschungen untersuchen, ob sich dieses Verhalten nur auf Windows auftritt oder auch auf Webservern. Ebenso sollten die Tests mit variablen Lasten ausgeführt werden. Eine Änderung ist es, mit mehr Nutzern zu testen, dies wird aktuell durch Node eingeschränkt, da es zu Fehlern im Node Core kommt, wenn sehr viele Akteure versuchen, gleichzeitig eine Datenbankverbindung aufzubauen. Eine andere ist es, in dem Endpunkt nicht nur die Daten mittels einer komplexen Abfrage aus der Datenbank zu laden, sondern diese Daten im Anschluss noch zu verarbeiten, dadurch wird eine höhere Last auf Node.js erzeugt.

Diese Erkenntnisse sind für alle Webentwickler essenziell, deren Ziel ist, leistungsstarke Webserver zu entwickeln.
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