**MITIGATING BIAS IN AI FOR HEALTHCARE APPLICATIONS**

*Submitted in partial fulfillment of the requirements for the degree of*

Bachelor of Technology

in

**Information Technology**

*by*

**Mridul Jain 21BIT0377**

**Under the guidance of**

**Prof. / Dr. Kishore Raja PC**

**Score VIT, Vellore.**

![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQEAYABgAAD/2wBDAAMCAgMCAgMDAwMEAwMEBQgFBQQEBQoHBwYIDAoMDAsKCwsNDhIQDQ4RDgsLEBYQERMUFRUVDA8XGBYUGBIUFRT/2wBDAQMEBAUEBQkFBQkUDQsNFBQUFBQUFBQUFBQUFBQUFBQUFBQUFBQUFBQUFBQUFBQUFBQUFBQUFBQUFBQUFBQUFBT/wAARCABRAQcDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD9U6KTpQTSuAtFYes+I9P8P2v2jUbqO3jZtqBz88jf3VX+Jv8Adrh9R+L67LprK1giigLq8uoT7XV1iaVk8qJXfd5SM+xtjVooSlsjGVaEd2eqUV4zd/FTWLO5FvLHD5rah/ZsSJYM3my+V5u5W+0fc2bfm/2q15fiVe6PrUmlaja2V5dRfM62F0yuvyb/APlqqxbtvzbPN3bfmrT2MuhHt4dT0+iuc8O+MdL8S71s7gfaIvmltZRsli/3k/8AZq6HrzWDTjubqSlsOooooKCiiigAooooAKKKY33Ou2gB9Jmvz/8A2tPjv8b/ANnX4gWllZeKba+8PapbtPp91d6TBu3p/rYm2L/D8v8A33Xu37G3xJ1/4z/C638U6/4nk1XU/tM9peafFZwQQwSI/wAv3V3fc2t97+OuuWFnGkq32WZqd5cp9F0VynjWx1G90Cd9P8QyeGZo42k+2iCKVEwv8SyqflrxL9kLX/ip8SvCEXjfx34ngm0rUC39maZa6ZHb+bD91Lhm+98/3lX6VzKN4uXYu+tj6Yor4Y/bR+N/xT/Z48U+HY/D/jAXmm6xbSv5Oo6Xau0Txsn8aqn9+vRv2L/iB4++NHw/l8YeLPFZnP8AaMtrFp1jp8EUOyLb959m75t3+zXRLDTjSVXoyFO8uU+oaK+R/HPiz45eL/2l/EXgv4f69puh+FtHsbO5ub3UNMS4SB5UztH8TO2G+WvLP2nvjr8cf2b/ABHoWkP8Q9O8QvqlnLdeavh2C38ra+3b996IYeVRqMXqxuVldn6F1Qv9Vs9Kg8+8uY7aL7u+VttfH/wL1j4+fHP4SW/jLT/iho+l3dxLPFHp9x4bidA0b7PnlV/9n+5Vr4LXnxQ+M1n8QPDHxIu7WPxF4a1eC1zDapFsiZUl3xOv8T7V2v8A3Xolh3FtN7CUr9D68tLyC/i823lWaJv40arNcp4E0C48NaItreNA1x8g2wLhF2oka/8AoFdXXKaBRRRQAUUUUAFFFFACZ4rk/FXihfDdvGIIvteqXTeXaWm8L5rfxO391Fzlm/8Asa6s8fgK+cPEninw34uvNei1vUGsJ7mBWtPOtvOiew3bETb/ABea/wC9+Xb/AMsvm/dVtRhzXv0OSvU5LeZSfXn1PXg873F7qDbZrS7t382LVoPuvaqq/NAuXfaq/wB39792ugu/AMWl+Fbu+8W3a6RokMUbXTNH59ztjDRpLIy/Ksmx9jsqtuUfersfhL8PYPCukRXk9mltqV0u/wAnav8Aoqt/B/v/AN9v4mru9U0q21vTrvT7yJZrO6ieCWNv4kZdrCt6lZQdomNPD88eaR5LrHhjwb/a1vYajrOsS3rTu8C75fmligRmZdq7fli21TfwFp/xCF/faTrNzrcLv5Nza6qktukrL+6l+dVT59qtEzbX+X5a7iw+GFnps3g1or67f/hG1lSIyvue43ReUzStWz4J8JReDNIlsI7mS7ja7uLsvMqg7p5nldf++nNS6zj8LKjQUviR454y16LS7jSrZdPudCk0iAqllCivfzyyfcS3df4flZmk+ZeqsleneBfFt1qBj03WUa11VYROrSLs+0xH+Pb/AAup4dP4Tj+FlrQ8aeDofFdggIWG/tm82yu9m5oJf73+7/s14NoM1xol7aWkdnDZ6ja/cvWk2M9/E7ReVL91f3u54vk82WXejfL8laRUatPXcyfNQqeR9S0VlaDrEHiDRrLUrb/j3uollTd/tVqDpXn7Ox6ad1cWiiimMKKKKACiiigD5u/bp+Ef/C1PgTqlxaQedregP/atnsGXZU/1yf8AAot3/fK18k/8E4fi5/wh/wAWrrwjeT7NK8Ux/uN/8N5F8y/99pvX/gCV+n8iJPGyModG+Vlavxo+PngLUP2dP2g9TtNJLWn2C/i1fRZv+mTP5sX/AHw/yf8AAK9nAONejPDyfoc1S8Xzo/Sv9qPWLzVPD2jfDfRZ3g1zx7e/2V5sX37ewUb724H+7F8v/bVa9f0XRrTw9o9jpenwLb2FjClvBCnRYkXaq18+fs4a5N8efG2rfGK7tpbXTVs49A0C3kXlEXa97L/wKf5P92GvpfrXl1FyJQ7Gy1dz87/+Cp//ACMPw7/69r//ANCir2L/AIJr/wDJuC/9hq8/9krx3/gqd/yMHw6/69r/AP8AQoq9i/4Jr/8AJuKf9hq8/wDZK9Wql9RgzGP8Q+k9P8N6dpWsarq1rbrDf6o0TXc+7/W+Wu1M/wDAa/PX/gqV/wAlL8D/APYJuP8A0bX6R1+bn/BUn/kpfgf/ALBVx/6Nrly6PNiIourrE+jP+Cd//Jr2if8AX9ff+lD177pfhfTNJ13VtYtbRItR1byvtkytzL5S7Iv/AB2vAv8Agnf/AMmvaL/1/X3/AKUPX0x2rnxP8eaLjtcdRRRXOWFFFFABRRRQAUUUUAct8RbySx8D63LCxSf7M6Ruv8Lt8q/+hV4NoVpFrnj/AE/ShfzX+lS3iPZ2l2vyQQQebv2rufZ/qEi/5Zf7nzvXuXxPiE/gDW2/54wee3/bJt//ALLXzV+0hd65BKzeFdUig1Vb/ez+H4/svlN8y/v5d/zSP5qV6eDg6icF1PHx0+RqfY+weAK+Y/iP+1B4i8HfFi60Gw0TT7/w/ayxRT3jTskq/c83/vnf/wCO1474e+L/AMdbDT1sI9SguVeT5b7UfIdk/wCBf3f4vn/uPXPeIdB8Val9o1PVbOP7XdMz3T3E6Ju81H/9m/8AQ0r0cPlqjO1WSa9TzsRmblC1KLXyP0aS5i2f6xf++qckySpujdWX/Zr89bXT/GYv/tlzPqlzcXXleekMu+L90qRJ8n+yrv8A98PWn4eTXptZlgvvEOraPNt+fTP3v2eVG2J/DLFsb/x6uZ5ao7S/A6Vmbe8PxPvb7TE2fnX5W2/er51+K8dq3xMD2sbXV5brFfyi1d3FrOquo81Yv3vzjyVX7v8Aeryh/DttNbW9tv0/zYJ/+PhNC+Rl/gVoluPKl/iTft3f7VVvh5oc9v8AEzxXq32C31q3drdUN7FLdKjtE+xXi3vLL9zavzPt3q1Olg3Scpt7GNbGSrctNRtc+tvhbLP/AGPfW00P2Vra+lxb7t3l+btn2f8AAfN2/hXdGuE+GE32qz1mf7Glir6htFqmzbAUgijZPl/usjr+Fc18SPglrvjrxQ+q6f8AFPxb4Ut2hji/s3RpYUt/lPL/ADxP8zV5E0uex79L4T2Kivnr/hmHxX/0Xr4g/wDf61/+NUf8Mw+K/wDovXxB/wC/1r/8Zo5Y/wAxpeXY+haK+ev+GYfFf/ReviD/AN/rX/41R/wzD4r/AOi9/EH/AL/Wv/xqjlh/MVr2PoWivnr/AIZh8Wf9F7+IX/f61/8AjVH/AAzF4q/6L18Qf+/1r/8AGqFGL+0GvY+gQa+RP2+/2ddU+L2keFtZ8K2LXfiOxvV02VIlzm1nb77/AOzE3zf7rvXdf8Mw+K/+i9/EH/v9a/8Axqj/AIZh8V/9F7+IP/f61/8AjVaUmqU1OMtiWm1ax6x8NvA2n/DXwNoHhfTE2WWk2i2qfJ97b95v+BN81dSXCpur5/8A+GYfFX/ReviD/wB/7X/41R/wzD4p/wCi9fEH/v8AWv8A8arNqMndyErroeAfty+CfH3x78TeF38K/D3X7iy0m1uFmubmOKLe0rJ8qq8v+xXpn7Ddj4q+Ffw5Pg3xX4I1/R71tVmuI7t4Int2STb95kb5a7P/AIZh8U/9F6+IP/f61/8AjVJ/wzD4s/6L38Qf+/1r/wDGq6pVlKkqV9ESoNS5j3yebyoXk2s+1d2xfvV+en7bfw9+IPx5+IGgX3hf4deIZdO0vTnge4u44ovMlaXd8q+bX0f/AMMw+LB/zXr4g/8Af61/+NUn/DMPiz/ovXxC/wC/1r/8arOjNUZ88WOSclY5/wDYitPEnw9+Flh4J8U+Dta0PUbe8upFupYke3eKRzKrF0b5eu3HtX1JnrXz5/wzD4p/6L18Qf8Av9a//GqP+GYfFf8A0Xr4g/8Af61/+NVNTlqScm9ykmlY+haK+e/+GYvFP/Re/iF/3+tf/jVH/DMXir/ovfxB/wC/1r/8arLlj/MVr2PoSivnr/hmHxV/0Xr4g/8Af+1/+NUf8Mw+Kv8AovXxB/7/ANr/APGqfLD+YV32PoWivnr/AIZh8V/9F6+IP/f61/8AjVH/AAzD4r/6L38Qf+/1r/8AGqOWH8w9T6Forjvhv4Ou/A3hiLSdQ8Sap4tuEklf+0tYdGuH3Pu2naqjC8UVkM6O+sYNUs57Sdd8E8bRyJ/eVutfMXiTwdqniKRdAnl1PVLjzf7OS1juliis5Y0+S4fcjNt8vypf4fv7fnr6iubqK2i8yWVYov77NXHeKdOutL1MeJNHhNxdRx+TfWMX3ryD+Hb/ANNU+bZ/vsveumhVlTd4nHiKUaisz5jSafZcW2pvaWd7BLsvIvuyxTq/3Pv/APfL/wB3Z/fqvrcM8NlcNP8A2l9i81JZ0eL5EX5E3/8AkJE3/wDxe2vWbXwDe6vaR+OX13S7/wARxNsOoJZ7Le6s93/HrOu3cjL/AM9fvr/d/hrePjCwvr+3aZkbzVaBtM1adViXcvzt5/zLKv3U216rxLe0UzxlhrKzk0eDJcwX8UTXM8f3mTfNPsf/AD87/wDjlTpZ21t4jsoPtltc6hLPcItvDFu83bv+6ifN96KvV7vwd8ONLewtIdA8P3Bbd573WrIFtX/ut13UmqaRonh+ZZtM1/RNNuk3eRaaFpm5/wDcdkl3f+g1r9bjLoJYZo4nxwtr4PiuLzXLaKz3/OqNEyvK/wDBsT+87olT6X8Oh4ahtb7WtFvrG4voJb92s54nVPmi2Wrqy7vPXbDEjJ/ff+7W54I+EuvajolxrXijxodWvbOSW40U3cSPb6TL/wA93/56un+9sX/x6vRvBNjqPixNJv8AV7lr7TdPXfbTvF5X9oz/APP0Yv4Y/wDnkv8AwL+5XNUxFkknexrTouUuaStc63wXpMuheGrG1uGWS9KtLdOn8U7tvlP/AH2zV5B+0V8R/E/wm8T/AA+1+DVFtvAN5q0eleIYTbRs8Hm/6q4WX+Fd/wB6veEnjkkdVkDOv3l3fdrj/jH8NrD4u/DLxD4QvmEMOp2rxJcBd3kS/eSX/gL7W/CvJi17S80e6lpaJzOtfFK38GeIdTu9X1e4u7G9na00jR7S2VpnaCLddSpj7yr/ALX93vuWvKfiJ+0P4ih1X4mXPhbXLWbQLD4fW/izQ7j7Gj/vZHlw/wDtqyovyvXoPj79nl/EP/CurnRdQtI7zwWJY4YtbsvtttfxSxLFKsq79275N27+9Wd4z/ZguPFOqeMrmPX7Wwi8R+E4vCv2e303alqqu7eai+b/ALbfLWsPZrcq8jasP2ivDegeH9DHiPUZDqX9jWGqavPbw5isVucIks+P9UjSbvy/u1sT/tDeEIPFGq+HDLfyahpF4lnqO3TpfKs90TSrLLLt2LFsU/PmvOdf/ZKbWbHWbKPXxDa+I9D0vQtcYWvzutn92WD5vldl+T5vu/ertNK+Aa2us/Fqe/1VbnTfH0cVvJbQweU1pElp9lxv3fN8tDVLoSnJnS/D/wCL3h74lXd1a6PcTfabe3t77yJ4/LeW2n+aCdf+mbhWryvQ/jdq2ifHH4yWXiXWpJvBngvTrXUIoobFfNRJYfNl3bF3Nsrv/gZ8JL34T+F7bSNQudH1Ka0torOLUdP0r7HcXEUXCNO299zVyOsfsz3+seKPi5q58TW6L4/0lNLaL7A3+ibYfKVt3m/NUrkTsP3rXOis/wBpzwJead4gvm1C6s7TRNMtdauXu7SWLdZTpuilTcPm3fdqHxB+0VYaRr3gXSotE1aa68UX0tqitbcwrFF5rv8A7Q+793PyndWD4e/ZtvNA1LU7oa3pmpm+8L6d4Za0v9M823ZLXILyJ5vzrKpb5Pes7w3+yjc+EbnwHPpfiNIIvCmuX+pWthNDLPbwW11F5RtYt8u5UT+H/eq7URXmWV/aRtPDOgrcPe6l41n1LxtN4ai8vSPsj2Deb81uy/8ALXyk37X/AOWtdld/tJ+BdP1K9sbm/u4rqw1u18PXKPYzfurydd0Sfd6N/erh5v2WNSh0YxWvia2/tCLx4/jiGaWwbytzNlrdk833+9UXij9ki/8AEPjLX9Xi8Uw2tnqvibS/FP2ZtPLss9mu3yt3m/demlSbsReZ1ml/tLaFdav8QI7+0vdK07wnqUWltd3ED4ubhtnyJ/tM8qKq/wDAq7/wZ8QdH8daNd6np0+I7K5lsrxJ/ke2uIv9bFJ6Fa8W8Ufsm3XiSz+JNl/wkkUFv4q1218SWTmy3PZXkXlfLL822WL919z/AGjXsHhrwULTwXdaHqsGlR/bopEu4tFszZW/zptfam5v++qymqdrxNFzM4XVP2m/Ddz4P1/UvD/2i7vLbQ7rXNNhuLZ1TUbeL5fPi/vRb9u4/wB1g1N+DN944+IHwX07Xrrxc39s+IbW1vba4l0eOL+zdyIZURP+Wq/63az/AN5a5fw/+yZNo+k2tjd+II7pdJ8KXnhHSGS2dfLgnb5riX5vmk2hV2rXtPwr8FP8PPhz4a8LyXi376PYQ2H2lY/K8zy0CbttOXs1G0SffPB/hz8UPF+qeMviz/wkHjaGw8PeANaiWWW406BEksNnmz+aypw2z+JK9Ot/2ifCEtlPMJ7qO8ivYLAaU0B+2y3E8XmwIif7afN7fNu27WrlLX9ljzbX4yWOqeIBNafEeVpZVt7bymsW2bF2nd81Q6h+zTq9/wCC/C1v/bOiab4s8M6la6nY6npmjfZ4LiWBGT9/D5vzbldv46t+ykO8zI8W/tQNpXxU8EXllNfP4A1TwzqWr3ll/Zb/AG3fbN/c2+am35tw/wBmu/1/9qPwH4djs5JLq/vVu9BfxNb/AGGyklMlgn3pen8PH51mfEL9nzVPiJ4v03xDeeIrW3vLfw5qOgSxRWDbG+1ptaVf3v8AD/drn7j9ku7nttFh/wCEqjQ6d4Gn8E7vsH3llQL9o/1v+z9ymo0mrheZ6Brv7R3gnw8lvJc6hJLbS6bFrU9xBCzpaWMrbYrif+6jf0NcdZfHyXw58XfitZ+J9WiPhLw/HozacqQr5wlvEP7pdv8Ard7bNtZWr/sjy6hpNzp9v4hjtV1XwpYeE9Xle0+d4Lb7s8GG+VmUsu1s1e8VfslJ4i17xbqC6+tsurvo1xYxfZd32KXTP9Vv+f8Aeq/8X3aIRop2YvfO3m/aJ8IRWEMzT3bahPrDaCmkLbn7b9vVdzW+z+9s+bdnbt/iqvon7TfgjX5vCkFrPqCf8JRdT2elPNp8qrPPBnzYt2PlZdjfe/umvKfiN8F9d8H6VDqOnwWmt+ItY8Yt4kvL2e3uktdOf7Oyr5TW+6eL7qJvCvu/i2bqX/hX03j34YeGvh7qXhG58Fapbat/aWlan4fgnlsrfyLhXa482XbLE0qyy/635m+ehQpsd5n054b16DxJo9vqVtHPDBPuKpdx+U/3v7tFaFrbRWUEUFuiLHEu1EX+FaK5DQ5j4oJokngDXF8SZ/sV7ZluQg3Nt/2f9qvFdY1XVfDXgrRksNZ/s7VJrGe4nmvNaZ7K2WLYu9vllbc3mp8qfLX0u6K67WrgvEHwk8Pa9KkotI9MlVZYnksoIv36NjckqsjK6/Iv3h/DW9GpGPxHJXpyl8J4k3jLUfAsdpDq3iO3l8TR263Gq3ekWbXi6jEy7keRW8qJPk/j/wBmsmxW513U7J7dYL7Tm/evp99B57yoz/Iv2eCLbs2Iu13Vf9bX0Fb/AAe0p4WgvLu/1C0Zdr2kkixROn9xliVNy/7LZrsdM0Sx0SzS20+0hsbdPuxW8aov5V2fWYQ+FXOJYWpP4pWPEU0PxPGzzaZpup2dpLpS2bWn9m2a263H8d0sX2hfm/2NtcFq+i3ei6v9rvdPsyl46RSpcW0ulvF/DuV0/dN9/wCb5m+7X15UEyJOjRyKro3ysrVlDFOHQ6JYRS6nzNqXjSCx1W50+71S41Pw9o7xQW1vqdiy29y+773mwf63bj+JNlS/DnVvFd/rsWleKvFR1aC6uZYoNR0S+8peInm+dfKX5dquu5H/AIa9d1P4O+HdQjIghk0z5t2yylKRbv8Arl/q/wDx2q9r8HtH/tCCe+ml1aO3dpY7W7t7UQeay7S7JHEm5vvct61TrUnCyRgqFbmTb2Mr4ExabHZ66sBA1t9Qd9WTzvtAWXjYqyn/AFi+Xs+b9F+6Lvjn4i3ug6xHZQGCzjW/sbWS4uo8o4n37mT5v4dlegafp9tplqltaW8dvbp92KCPYtJNpltcXPnyQRvNt8rc6/w1xuV5czPThDkjynkmnfHyOKzlTU9JuhdQs6PPbgJbyL9oaKGdNzbvKk+9u/hqzP8AtE6Lp1zNHc6bdwmNtjojRSy7suv3Ff8A6Z160YI3+9GrfLt+7TfscG/d5Me/+9tpqUV0L17nmGlfFqXxH4w0LTbSzW2t7gT/AGlLl0ZmZYkkieLa3zR8/e7/APAad4Z+Ln/CUaXmLTZrPUX09roqf3iRy+Ukm04/h/er8/8AFtavTxDEm3airt+X7tPEShtyqtS3Hohq6PLPBXxgj8Q3mj6RJptzHqd1BFLPPEU8jmJW3RfN8687W2/dqKP4o3thZWt5f+TLsvbm1vLeFBE0X+mpb2+7c3y/f3f7VerJDEoTaq/L92mPbQvv3RK+773y07xvewtbWueY6R8cbTV4RPb6be3NtL/q3TY3z/Z4rjyvl/i8qV2/7ZPTbD48affzPt0u5SJEtZWlE0TfJO8qxP8AK/3f3T16mkEUH+rjVP8AdWm/ZoP+eSf980Xh/KGp5Tofxo/taVdukSTWks8Vrb3CzpvaWVW2Kyr9z7jLuq74o+Nlj4Y8Sto0+nSPP5/kLL58aL/y7/3j/wBPH/jjV302j2k11a3Lw/vLXd5W3hV/4DVx7aKf/WRq/wDvLQ5RbvYVmeMx/H+C61q1a3tJZdLvbdfssQKrcNPv6N821Mp93d975P71dPB8WrGbwpp/iB9PuVs7y6aAKpV2Xa7Jubb/ALSV6B9mi/55p/3zSCGJF2rGoVe22iTi1ZIFddTyqT46Q3WlzT6fpMs06wm6WG4uo4t8O/akq8/Mv97+5/FTpPjhptpCWe0uZQl19nZo5ovlfzWXP3v9X8p+b/gNeqfZov8Anmn/AHzTPscG3b5Mez/dovHoh6nAN8Q5NU0zwhqul7Psmq3SR3FtNH5s3lN8u5dr/wALD73zVR8R/FhodRi0vTLYxXU2qLpzXF26hYv3vlO2z+9/EifxJ81enrbRJs2xqNv3fl+7Q1vE4+aNW/i+7UpxXQep5h4g+Imr6DZ+IpY4I9RutLu5RFpsMTebNAtr5v8Ae/v/AMVRQfFK7u/FUOhRXdm8TN82teR/om/ykdIl/e/Ozb/9n7j16t5S7/M2r5uNu6o/ssXl7fLXbu3bdtNNJWsGpw3iX4ht4Z1PQoZvImt5ZYotVuIw2218/wCSBv8AZV5ePmqv4Y+K0HiXXLKBLZbbTryz+1QXU1yu5m81U8rb/e+cZX7yt8uK9De2ifdujVt33vl61HJZwTqu6GN9r+au5f4/71CcUrWFqea+JPiTq2l3niOC0tre7/sy7iiVEG6X5rXzUTbu+ZmlKJ8v96qWr/E/XNEvLyO9sYDbvdukVxZL56rAqfdzv/eT7v8All8v8X3q9b8mPdu2Lv3fe20vkR424X727FCaXQNTE8J62+s6ZLPcIIZYLme1dguEZopni3r7NtorXs7KCxtlggjWGBfuotFQMtUyiisZAgHWn0UVcRsKKKKsQyiiisV8JY+iiitiAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigD//Z)

October, 2024

## Declaration

I hereby declare that the thesis entitled “Mitigating the selection bias in AI for healthcare applications.” I submitted for the award of the degree of *Bachelor of Technology in Information Technology* to VIT is a record of bonafide work carried out by me under the supervision of Kishore Raja PC

I further declare that the work reported in this thesis has not been submitted and will not be

submitted, either in part or in full, for the award of any other degree or diploma in this institute or any other institute or university.

Place : Vellore

Date : 26.10.2024

**Signature of the Candidate**

## Certificate

This is to certify that the thesis entitled “Mitigating the selection bias in AI for healthcare applications.” submitted by Mridul Jain (21BIT0377) VIT, for the award of the degree of *Bachelor of Technology in Information Technology*, is a record of bonafide work carried out by him/her under my supervision

during the period, 01. 12. 2018 to 30.04.2019, as per the VIT code of academic and research ethics.

The contents of this report have not been submitted and will not be submitted either in part or in full, for the award of any other degree or diploma in this institute or any other institute or university. The

thesis fulfills the requirements and regulations of the University and in my opinion, meets the necessary standards for submission.

Place : Vellore

Date : 26.10.2024 **Signature of the Guide**

**Internal Examiner External Examiner**

## Acknowledgement

I would like to express my deepest gratitude to my project advisor, Prof. Kishore Raja PC for his unwavering support, guidance, and encouragement throughout this research. Their insightful feedback and expertise have been invaluable in shaping this work. I am also grateful to the faculty members of the Computer Science Department at VIT Vellore for providing the necessary resources and fostering a conducive learning environment. Special thanks to my peers and family for their constant support and encouragement. This project would not have been possible without the contributions of everyone mentioned, and I am deeply appreciative of their efforts.

## Executive Summary

This project, titled *"Mitigating Bias in AI for Healthcare Applications,"* addresses a critical challenge in modern healthcare AI—algorithmic bias, particularly in predictive models for cardiovascular disease (CVD) risk assessment. As AI models become more integrated into healthcare settings, ensuring that they provide fair and accurate predictions across diverse populations is essential. Bias in AI, often a byproduct of imbalanced or incomplete datasets, can lead to unfair treatment recommendations, potentially disadvantaging certain demographic groups. This project’s objective is to develop an interactive web-based tool that visualizes and analyzes the impact of bias in AI models used for CVD risk prediction, with a focus on demographic attributes such as age, blood pressure, and heart rate.

The core of the project lies in a Dash-based application that allows users to input patient characteristics and compare the outputs of a baseline model (unbiased) with a biased model. The biased model is trained on data altered to overrepresent certain characteristics, mimicking real-world biases often present in clinical datasets. Users can adjust these parameters in real-time using interactive sliders, observing the effect of bias on predictions and understanding how small changes in data representation can lead to significant disparities in model output.

The technical implementation involves synthetic data generation, preprocessing, and machine learning modeling using Python libraries such as Pandas, Scikit-learn, and Dash. Two models—unbiased and biased—are trained on this data to predict CVD risk, with the biased model incorporating amplified weights on certain demographic variables. A "Predict" button on the app enables model retraining based on user-adjusted parameters, allowing dynamic visualization of predictions.

This project demonstrates that while AI models hold substantial potential for healthcare, they must be developed with a strong emphasis on fairness and inclusivity. The interactive tool developed highlights the tangible impacts of bias, underscoring the need for balanced and representative datasets to ensure accurate and fair healthcare predictions.

.
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## Introduction

The integration of Artificial Intelligence (AI) into healthcare has brought transformative advancements, particularly in diagnosing and predicting diseases. However, as AI-driven applications expand, new challenges arise—one of the most pressing being the potential for bias within these algorithms. Bias in AI often emerges from imbalanced or unrepresentative datasets, where certain demographics or characteristics may be over- or under-represented. This can result in biased predictions that disproportionately affect specific patient groups, ultimately compromising the fairness and effectiveness of AI applications in critical healthcare settings.

This project, *"Mitigating Bias in AI for Healthcare Applications,"* is centered on analyzing and reducing the impact of bias within AI models for cardiovascular disease (CVD) risk prediction. CVD remains a leading cause of death worldwide, with diverse risk factors that vary significantly across different population segments. Accurate and fair prediction models are crucial in enabling healthcare providers to assess individual risks and deliver appropriate interventions. However, biases in these predictive models can lead to misdiagnoses or inadequate care recommendations, particularly for underrepresented groups.

The project aims to tackle this issue by developing a web-based tool that visualizes the effects of bias on AI predictions. Built using the Dash framework, the application allows users to simulate bias by adjusting demographic and clinical variables such as age, blood pressure, and heart rate. This dynamic approach highlights how subtle shifts in input data can lead to noticeable differences in predictive outcomes. By allowing users to compare a baseline (unbiased) model with a biased model, the application demonstrates how biased training data can skew predictions, impacting patient outcomes.

The methodology involves creating a synthetic CVD dataset with simulated demographic and clinical information, followed by training two machine learning models—a standard, unbiased model, and a biased one that emphasizes certain demographic traits. This setup helps illustrate the effects of selection bias, showing how algorithmic predictions shift when data is skewed towards specific characteristics. Users interact with the tool by setting various input parameters, retraining the model with adjusted values, and observing the changes in prediction accuracy and risk levels between the unbiased and biased models.

Ultimately, this project sheds light on the significance of mitigating AI bias in healthcare applications. By providing an interactive, educational platform, it emphasizes the need for balanced data representation and robust validation techniques to ensure that AI technologies are equitable and beneficial for all patients, regardless of their demographic background. Through this work, the project aims to foster a deeper understanding of algorithmic fairness and contribute towards the development of safer, more inclusive healthcare AI systems.

## Project Description & Objectives

The project *"Mitigating Bias in AI for Healthcare Applications"* addresses the challenge of bias in artificial intelligence (AI) models used for cardiovascular disease (CVD) prediction. Given the critical role of AI in diagnosing and managing healthcare, the accuracy and fairness of these models are paramount, particularly in cases where patient outcomes depend on precise predictions. However, biases in training data—whether due to demographic imbalances or underrepresentation of certain patient characteristics—can lead to skewed predictions that may disproportionately impact certain groups, potentially leading to healthcare disparities.

This project aims to develop a web-based application using Dash that demonstrates how bias can influence CVD predictions. The application utilizes a synthetic dataset that includes various patient attributes, such as age, gender, chest pain type, resting blood pressure, serum cholesterol levels, fasting blood sugar, and other clinical indicators relevant to cardiovascular health. By allowing users to interactively adjust these attributes, the application dynamically updates the model's predictions. Additionally, a feature to induce bias is provided, enabling users to artificially manipulate dataset parameters to see how predictions shift, illustrating the impact of biased data on model performance.

Two versions of a logistic regression model are trained: one on an unbiased dataset and the other on a dataset with induced biases. Users can compare the predictions of both models to see how bias affects diagnostic accuracy, highlighting the risks and consequences of biased AI in healthcare applications. This project serves both as an educational tool for understanding AI bias and as a demonstration of the importance of bias mitigation techniques in healthcare machine learning.

**Objectives**

1. **To Understand Bias in Healthcare AI Models**
   * Identify and explore the types of biases that can arise in AI models due to imbalanced datasets or underrepresented demographic characteristics, especially in healthcare applications.
2. **To Develop a Dynamic Tool for Bias Visualization**
   * Create an interactive web-based application that allows users to visualize and understand the impact of bias on cardiovascular disease predictions. This application should enable the real-time adjustment of patient attributes to simulate different bias scenarios.
3. **To Build and Compare Biased and Unbiased Models**
   * Train two versions of a logistic regression model on synthetic data: one with balanced, representative data and another with deliberately induced biases. This comparison illustrates the potential effects of bias on predictive accuracy and fairness in AI models.
4. **To Enhance Awareness of Fairness in AI for Healthcare**
   * Provide insights into the importance of developing and validating fair, unbiased AI models in healthcare to ensure equitable and accurate patient outcomes, reducing the risk of misdiagnosis or inadequate care.
5. **To Highlight the Importance of Bias Mitigation Techniques**
   * Emphasize the necessity of balanced data representation, model validation, and bias mitigation methods in the development of healthcare AI systems to enhance patient trust and ensure reliable, inclusive predictions across diverse patient groups.

## Technical Specifications

This project, *"Mitigating Bias in AI for Healthcare Applications,"* integrates multiple technologies, libraries, and methodologies to create an interactive tool that simulates bias in AI predictions for cardiovascular disease. Below is a detailed overview of the technical specifications of this project.

**1. Software and Frameworks**

* **Python**
  + Version: Python 3.8 or higher
  + Purpose: Python is the core language used for building machine learning models, processing data, and implementing the web application through the Dash framework.
* **Dash by Plotly**
  + Purpose: Dash is used to create an interactive web-based application with a user-friendly interface. It allows for real-time updates and visualization of predictions based on user inputs and bias adjustments.
  + Components: dash, dash\_core\_components (for interactive sliders and input elements), dash\_html\_components (for layout), and dash.dependencies (for managing callback functions).
* **scikit-learn**
  + Purpose: scikit-learn provides the logistic regression model and various machine learning utilities used to train and test the AI models.
  + Version: Compatible with Python 3.8 or higher.
* **pandas**
  + Purpose: pandas is utilized for data manipulation and structuring. It aids in loading, preprocessing, and managing the synthetic dataset used in the application.
  + Version: Compatible with Python 3.8 or higher.
* **NumPy**
  + Purpose: NumPy is used for efficient numerical computations and random data generation to create the synthetic dataset.

**2. Dataset Specifications**

* **Synthetic Dataset Generation**
  + Structure: The dataset comprises 1000 synthetic records, each representing a patient profile with various clinical indicators relevant to cardiovascular health.
  + Features:
    - age: Continuous variable representing patient age, generated from a normal distribution.
    - gender: Binary variable (0 or 1), indicating patient gender.
    - chestpain: Categorical variable (0–3), indicating types of chest pain.
    - restingBP, serumcholestrol, fastingbloodsugar, restingrelectro, maxheartrate, exerciseangia, oldpeak, slope, noofmajorvessels: Clinical indicators relevant to cardiovascular disease, generated from distributions aligned with typical medical values.
* **Target Variable**
  + Created using a custom function based on the risk factors of each patient. The target variable is binary, indicating either a high or low risk of cardiovascular disease.

**3. Machine Learning Models**

* **Logistic Regression Model (scikit-learn)**
  + Model 1 (Unbiased): Trained on the original, unbiased synthetic dataset.
  + Model 2 (Biased): Trained on a version of the dataset with induced biases, allowing users to compare predictions with those of Model 1.

**4. Web Application Architecture**

* **Layout and UI Design**
  + The application layout is organized with HTML and CSS elements to create an intuitive user experience.
  + **Input Controls**: Sliders for various patient features (e.g., age, resting BP, max heart rate) allow users to simulate different clinical scenarios and adjust values dynamically.
  + **Prediction Display**: Two sections display results for both the unbiased and biased models, providing real-time feedback.
* **Interactive Components**
  + **Sliders**: Each slider is associated with a patient feature and allows adjustment within defined ranges to manipulate bias dynamically.
  + **Prediction Button**: Triggers model predictions and updates based on the latest slider values and biased conditions.

**5. Bias Induction Techniques**

* **Bias Control**
  + The biased dataset is created by modifying target outcomes based on age, resting blood pressure, and maximum heart rate thresholds.
  + This approach emphasizes how alterations in dataset distributions can skew model outputs, offering users a practical understanding of AI bias.

**6. Deployment Environment**

* **Local Deployment**
  + The application can be deployed and tested locally using Dash’s inbuilt server capabilities.
  + Execution Command: python app.py will start the server and open the application in a local web browser.

**7. System Requirements**

* **Processor**: 2.0 GHz or higher
* **RAM**: 8 GB or more
* **Storage**: 100 MB for project dependencies and dataset storage
* **Operating System**: Compatible with Windows, MacOS, and Linux

**8. Future Scalability**

* **Cloud Deployment**: The application can be hosted on cloud platforms such as Heroku or AWS for broader accessibility.
* **Database Integration**: Future versions could integrate with databases for more extensive patient datasets and dynamic bias analysis.

## Design Approach and Details

The design approach for the *"Mitigating Bias in AI for Healthcare Applications"* project is focused on creating an interactive, user-friendly application that allows users to explore and understand the impact of bias on AI model predictions in healthcare. The application simulates the effects of induced bias by allowing users to manipulate variables in a synthetic cardiovascular dataset. The following sections detail each aspect of the design.

**1. Application Architecture**

* **Modular Design**  
  The project follows a modular approach, splitting functionality into distinct components for ease of development, debugging, and scalability. The core modules include:
  + **Data Processing Module**: Generates synthetic data and applies bias to it.
  + **Model Training Module**: Trains two separate logistic regression models—one on unbiased data and one on biased data.
  + **User Interface Module**: Built using Dash, this module presents an interactive interface to the user.
  + **Prediction and Visualization Module**: Calculates and displays prediction outcomes for both models based on user input.
* **Two-Tier Architecture**  
  The application follows a two-tier architecture, where:
  + **Frontend (User Interface)**: Built with Dash components, the UI collects input values, triggers predictions, and displays results.
  + **Backend (Model and Processing)**: Handles data processing, model training, bias induction, and prediction calculation.

**2. Data Flow and User Interaction**

* **Data Generation**
  + The synthetic dataset is generated programmatically with NumPy and pandas, mimicking real cardiovascular health data distributions.
  + The data generation logic ensures a representative range of patient attributes, such as age, blood pressure, and cholesterol levels, to simulate typical health assessments.
* **Bias Induction**
  + Bias is induced through custom functions that alter the target outcome based on predefined thresholds (e.g., age, resting blood pressure, maximum heart rate).
  + This bias induction simulates real-world biases that may result from skewed data sampling or feature weighting.
* **User Input and Interaction**
  + Users interact with the application through sliders and input fields corresponding to each clinical parameter.
  + A button triggers the prediction, re-training both the biased and unbiased models if values are adjusted.
  + The predictions are displayed side-by-side to facilitate a direct comparison of unbiased and biased outcomes.

**3. Bias Control Mechanism**

* **Bias Adjustment Sliders**  
  The application provides real-time bias adjustment through sliders for critical features (e.g., age, resting BP, max heart rate). This interface allows users to visualize the relationship between feature adjustments and prediction changes.
* **Dynamic Bias Simulation**
  + The model recalculates predictions based on the updated dataset with induced biases, simulating the impact of changing thresholds and feature weightings.
  + This dynamic simulation enables the user to understand how even slight biases can influence model predictions.

**4. Machine Learning Workflow**

* **Unbiased Model Training**
  + A logistic regression model is trained on the unbiased synthetic dataset as a control to provide a baseline prediction.
* **Biased Model Training**
  + A second logistic regression model is trained on the biased dataset to simulate how biased data can influence predictions.
  + By retraining both models each time bias is induced or modified, the application offers real-time feedback on prediction variations.
* **Model Comparison**
  + After training, predictions from both the unbiased and biased models are displayed for the user to compare.
  + Key metrics such as diagnosis probability (confidence level) for cardiovascular disease are presented to highlight the impact of bias.

**5. User Interface Design**

* **Layout**
  + A clean, user-friendly layout organizes input sliders on one side and prediction results on the other.
  + A Predict button prominently triggers model training and updates predictions based on the latest input.
* **Visualization and Feedback**
  + The UI displays the original (unbiased) and biased model predictions side-by-side for direct comparison.
  + Confidence levels for each prediction are highlighted to show the variance between unbiased and biased results.
* **Interactive Elements**
  + Sliders allow for real-time manipulation of clinical parameters, with each adjustment dynamically affecting the biased dataset and, consequently, model predictions.
  + Interactive feedback emphasizes the relationship between input changes and output variations.

**6. Future Scalability and Extensions**

* **Cloud Hosting and Scalability**  
  The application can be scaled to support larger datasets and user bases by deploying it on a cloud platform, making it accessible to a broader audience.
* **Integration with Real Datasets**  
  Future iterations can integrate real-world clinical datasets to demonstrate the impact of bias in real healthcare applications, making the tool more practical and educational.
* **Enhanced Bias Induction Mechanisms**  
  Additional methods for bias induction, such as gender or demographic biases, could be incorporated to expand the application’s scope.

## 

## Schedule, Tasks and Milestones

The project follows a structured timeline, focusing on the sequential completion of tasks that build toward the final application. The schedule is designed to ensure each phase is allocated sufficient time for development, testing, and refinement. Below is an outline of the primary tasks and milestones within the project, spanning from initial planning to the final demonstration.

1. Project Planning and Initial Research (Weeks 1–2)

Task 1.1: Conduct literature review on bias in AI, particularly in healthcare.

Task 1.2: Define project scope and objectives.

Task 1.3: Identify relevant datasets and sources for cardiovascular health data.

Milestone 1: Complete project proposal with a clear problem statement, objectives, and initial design outline.

2. Dataset Creation and Preprocessing (Weeks 3–4)

Task 2.1: Generate a synthetic cardiovascular dataset using NumPy and pandas.

Task 2.2: Clean and preprocess data to ensure representativeness of key health parameters (age, BP, heart rate).

Task 2.3: Implement initial exploratory data analysis (EDA) to verify data distributions and relationships.

Milestone 2: Completion of a clean, structured dataset ready for bias induction and model training.

3. Bias Induction Module Development (Weeks 5–6)

Task 3.1: Develop bias induction functions that simulate real-world biases based on predefined parameters (e.g., age, heart rate).

Task 3.2: Test and refine bias functions to ensure they modify target labels predictably.

Milestone 3: Functional bias induction module capable of dynamically adjusting bias levels in the dataset.

4. Model Development and Training (Weeks 7–8)

Task 4.1: Implement the logistic regression model for baseline (unbiased) predictions.

Task 4.2: Develop a parallel biased model that retrains on the induced biased dataset.

Task 4.3: Verify model accuracy and output for both unbiased and biased datasets.

Milestone 4: Completion of both unbiased and biased model training modules, ready for integration with the user interface.

5. User Interface Design and Implementation (Weeks 9–10)

Task 5.1: Design a user-friendly layout using Dash, focusing on intuitive placement of sliders and result displays.

Task 5.2: Code interactive sliders and input fields for user-controlled bias induction.

Task 5.3: Integrate Predict button functionality to trigger model retraining and update results in real-time.

Milestone 5: Fully functional UI capable of accepting user input and displaying model predictions.

6. Testing and Validation (Weeks 11–12)

Task 6.1: Conduct unit and integration tests across all modules (data processing, bias induction, model training).

Task 6.2: Validate model outputs to ensure that predictions from biased and unbiased models align with expectations.

Task 6.3: Perform user testing to ensure usability and refine UI as needed.

Milestone 6: Completion of comprehensive testing and validation, ensuring a reliable, accurate, and user-friendly application.

7. Documentation and Final Report (Weeks 13–14)

Task 7.1: Prepare technical documentation for each module, covering data processing, model training, and bias adjustment mechanisms.

Task 7.2: Compile a final report summarizing project objectives, design approach, results, and future recommendations.

Task 7.3: Prepare README file and user guide for the application.

Milestone 7: Final documentation and report completed and ready for submission.

8. Project Demonstration and Final Submission (Week 15)

Task 8.1: Create presentation slides summarizing key findings, methodologies, and outcomes.

Task 8.2: Conduct a live demonstration of the application, highlighting the impact of induced bias on model predictions.

Milestone 8: Successful project presentation and demonstration, marking project completion.

|  |  |  |
| --- | --- | --- |
| Phase | Weeks | Milestone |
| Project Planning | 1-2 | Project Proposal |
| Dataset Creation | 3-4 | Structured Dataset |
| Bias Induction Development | 5-6 | Bias Induction Module |
| Model Development | 7-8 | Model Training Completion |
| UI Design and Implementation | 9-10 | Function Uset Interface |
| Testing and Validation | 11-12 | Reliable Model output and UI |
| Documentation | 13-14 | Technical Documentation and Report |
| Demonstration | 15 | Final Presentation and Submission |
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