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**Введение**

Тема данной работы — прогнозирование дефолта клиентов по платежам, на основании данных, предоставленных банком Home Credit Bank в 2018 году для соревнования на платформе Kaggle.

Многим людям сложно получить кредит из-за недостаточной или отсутствующей кредитной истории. Задача состоит в построении модели, которая будет оценивать вероятность беспроблемного обслуживания долга заявителем на основании имеющейся статики, которая включает в себя не только кредитную историю клиентов, но также и многочисленные альтернативные данные, включая информацию о телекоммуникационных компаниях и транзакциях, здании, в котором проживает клиент, рейтинга региона, для прогнозирования платежеспособности своих клиентов.

1. **Аналитическая часть**
   1. **Постановка задачи**

Сформулированная организаторами соревнования Kaggle задача является классической задачей классификации: нулевой класс соответствует беспроблемным кредитам, первый класс — кредитам, по которым заявитель допускал просрочки более некоторого количества дней.

В рамках этой работы поставлена задача:

* провести разведочный анализ данных
* при необходимости провести предобработку данных
* добавить в основной датасет агрегированные показатели, используя данные из бюро кредитных историй, данные кредитных карт и предыдущих кредитных заявок
* провести отбор наиболее информативных переменных-предикторов
* применить методы классического машинного обучения к задаче классификации, сравнить их эффективность
* разработать нейронную сеть для решения задачи классификации
* при построении моделей провести поиск гиперпараметров модели с помощью поиска по сетке с перекрестной проверкой, количество блоков равно 10.
* создать публичный репозиторий в GitHub и разместить там код и документацию исследования

Предоставленный датасет состоит из 7 основных файлов в табличном виде. Рассмотрим их по-порядку:

1. application\_{train|test} – это основная таблица, разбитая на 2 файла — для обучения и тестирования, содержит статические данные для всех кредитных заявок. Одна строка представляет один кредит в выборке данных. В обучающей выборке содержится 307 тысяч заявок, в тестовой — 48 тысяч заявок. Количество признаков (не считая целевой переменной и технического идентификатора заявки SK\_ID\_CURR ) — 120. Для данной исследовательской работы будет использоваться только файл с обучающей выборкой: 70% выборки используется для обучения моделей, 30% - для тестирования моделей.
2. bureau - все предыдущие кредиты клиента, предоставленные другими финансовыми учреждениями, о которых было сообщено в кредитное бюро (для клиентов, имеющих кредит в нашей выборке). Для каждого кредита в нашей выборке имеется столько строк, сколько кредитов было у клиента в кредитном бюро до даты подачи заявки. Содержит 1.7 млн записей и 15 признаков (не считая ключей SK\_ID\_CURR и SK\_BUREAU\_ID, которые используются для джойна между таблицами).
3. bureau\_balance - ежемесячные остатки по предыдущим кредитам в кредитном бюро. В этой таблице есть одна строка для каждого месяца истории каждого предыдущего кредита, сообщенного в кредитное бюро, т.е. в таблице есть строки (количество кредитов в выборке \* количество относительных предыдущих кредитов \* количество месяцев, в которых у нас есть некоторая история, наблюдаемая для предыдущих кредитов). Таблица содержит 27.3 млн записей и 2 признака.
4. POS\_CASH\_balance - ежемесячные справки о балансе предыдущих кредитов наличными, которые клиент имел в банке Home Credit. По одной записи для каждого кредита, каждый месяц. Таблица содержит 10.0 млн записей и 6 признаков.
5. credit\_card\_balance - ежемесячные балансы кредитных карт, которые заявитель имел в Home Credit. Таблица содержит 3.8 млн записей и 21 признак.
6. previous\_application - все предыдущие заявки на кредиты Home Credit клиентов, имеющих кредиты в нашей выборке. Таблица содержит 1.6 млн записей и 35 признаков.
7. installments\_payments - история погашения ранее выданных кредитов в Home Credit, относящихся к кредитам в нашей выборке. Имеется a) одна строка для каждого произведенного платежа плюс b) одна строка для каждого пропущенного платежа. Таблица содержит 13.6 млн записей и 6 признаков.
   1. **Описание используемых методов**
      1. **Логистическая регрессия**

Логистическая регрессия использует логистическую функцию (сигмоиду) для моделирования вероятности принадлежности объекта к классу 1. Логистическая функция задается формулой:
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Оптимизационная задача формулируется как максимизация правдоподобия (Maximum Likelihood Estimation, MLE). Функция правдоподобия для бинарной классификации:

![](data:image/png;base64,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) (2)

где:

* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABYAAAAYCAYAAAD+vg1LAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACBElEQVRIie2VMWgTYRiG3zoFyk8CcmbQqIhYkEgHQxy0EesoLUKgy0nAWgcJGSSZlILQSjEuxeKgFrRrMkhPaEkWmwiRdNEKlaQgmC0nBO4g5e6I8Dp4TXJJqgEbcOi7/e/3fw8vHx//P0SSGICODAJ6CD4E/y9g/UsWSr4M8+fvs7mTg/I2h/Luv4A/JnDrjY7y8zEck+ewJE8guv4DsN5hxjeGpZ0+yOxSlSuTMlN1spiQKMQVJreNZnX1tqC4scJqW4ehaTQaTkqPxCWUj09hYriC4gcTCN1F5LzLrpmwdgHkN7G1d91UMOPzIfH+r4lt1VMMC8HA4vc2s8i4JCguJllyJDY6u3sltlXIIQsvJkOnWt6nDFZNwHXtKkb2Atd0wO3qat8XvFXIAAjh0oWWV15LQcUoZu8FAejIzibwavkOTsppmP2BK8ivqwAs6JZt6Wk8fFJBcGEZsTMAvr5EbnQeU16ruZIO/Wm+/vHr9F8OMxoLM3AiwKjStguGQaNR5YtxQTndPePe4LVpCiExXiBpaKxWNXa3kvz2jAEpzo2GQaPeB/jzo7MUYpqZRq9qS6V5P6X7G+R2kg86UnfM2ISu5pBKq8C50/DU9N7zs+XyeODVNjH32o3ITedmDJFtn6maxdPHCipNYwSRhRiCw/vDzZoOHHWjc+Gc4APUwJ7NX3e/9tE/R3+iAAAAAElFTkSuQmCC)– вероятность класса 1 для объекта iii,
* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABsAAAAeCAYAAADdGWXmAAAACXBIWXMAAA7GAAAOxwHzzvzTAAACCElEQVRIie2WP2gTYRjGnzoV9EVBrrcYQWhxaDAKwQ5ai0QyZYrGwYDg4R9KXCTnUhAkdaodStWhRBA7aSqICIVrl2QRoiDUKSkIDXRIisELRL5Ihcel+dPkUkOKne4HN9z3ft/3++6e9+AGSBIHxKGDErkyV+bKHPiVR+b9CtZKtd3jf2qoVGrOa/qSrT/DlXASW1tvcW0kgsVSs/T50Qg8F54i3xipoVLuTe4gK2HxYRb3UrOInARK2EChXK+twXpXAc77cLqu+ngbnlMmVnqxsR1lMWZaJBVTN4QymmCuXiu+ZkiEoVfF5vxtRbvasYsjnbI61RSjIvQ+aaiolq5SxM+ZfIvIVntsb9EQoexc3WXLBkWGmfjasnRSKFqcWZK0LU6Z85wJa4wu7SVs0rUbC+vfAFzC2LlmXtlVAJfHcAZA/mUGZx9fh/67hp57s9spNp5fpIhBa+feXjZ4oiUvVVXk5gIDEmVq35nZFmPDQm84xtitEL2aUMTP+e8tB5rzU3uQJpWi2t6HTNmKpKJdLLJoK1p32jqTOSZGNcYzZG52qqenc8ys8GIcQ54h3F8dxFFdh15OYvoNMGHebXxfwCCOHdfx88s0kkduInK4z8ysSaH44kzbJH9YjPuEXjNNu33iP1t/N86vcfMDY0E/A8EA/UGDC586NH0xQLp/V67Mlf1n/gLQ6kbZm6Yg6gAAAABJRU5ErkJggg==)– истинная метка (0 или 1),
* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABYAAAAeCAYAAAAo5+5WAAAACXBIWXMAAA7EAAAOxwG+Bl3YAAAB5UlEQVRIie2VMWhTURSG/0qGC+HwBKmOWSpZShXtaBJQyBQRzCDoFhpBjYOYySDURBftINHBgkuCgiSDGKHSuphsiUs6iIlDSaHDizjcBwnvlQ6/Q2qatC8WartI/u0/997vnHvv4d4JksQR6NhRQMfgMfgg4G4T5fcllH84Pe+0sfq5hPKac3Cw9SmBwM0CfmITH+MnEXj0AokrGVStVSzMnkbq6+4iLFiD+eimjRwj1wvU27b1fJYi00x/I6vJSYoIY0uDCxp8el544WWrH3EF6+Idpms7fvmWUKbSrJPkxgdmX1Wpt4bX2FrTHvDuFQ+pzvSUUOLLI2fYWtPelWj/rliroNQGwuGg63BzMYln71IInM2gud/lWZUMLkdSqHWBdmUFTfgROqe2R9vIR5MoA0C3iHwnjoczCuubwFCv7N1Yi9mgUCTCnKmZuyoUifHPQeilGC/N13tmy6Ztk1/uTXL6cWOI4tlbrw/BsB8+5UPtdhRm+A2e6DncjyYQMkw01DW8zZ7pTfUoKKwg/3oGd7/74XQdKK/6S7uRtH+Z1J3Rvh8v3qBcXKTZKfDBwk7VIy9PnTgFwzva92Uch+FZR2G+jtCcvx+eIP/9a3IsC/AaUAMHeyhgN/1vz+YYPAYfqn4D3W7l8O9Nw4AAAAAASUVORK5CYII=)​ – вектор признаков,
* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAAcCAYAAACDBoQZAAAACXBIWXMAAA7JAAAOyAGFAFLJAAAB0ElEQVRIie2VT0gUURzHvxseVvQxxGZzkRCRhAj2UGyXZRcSjEADWRHEEhI67TFPkRAdhUBWj0LUQWQiQg/CDl3Gw8ZKmIMIa6cWCt6Ah1lYeSMtfDsktO68yT94Er8wl9/7/T5833vfx8RIEuekK+cFuiCwwHNhf1qF/c1DcGZYowZ7ZhSP58oIANSWRnFjYB67DU0vj1F5+i6n1vymSpFTQjBvh3vb/uvqyzRedC7i80OjyenfTarTOVO0Jido1VvKznN2iSG++xmeiIbVLebGLCqSak9SSp9KVVjICKbnKtqRaJid59Bbya2XfRRC/PueFakiRiJhW69ynN0l+VvRl5JyT5G+xZy4zdc7+pmIaFSxvtmD7E0AbXEYpgkzEQeMFLK3qnj/wdVO6WH7G3ASGaRCCwGCBuB53ilgJQcHmXvhulfG+ncgm0qeHOaWirieMEP16vI8HAxiciS8BkCXsx8s3BfsfrrC5tyrnVmmr/Yxf+Q1HFX4BexvwLm2gI93Ckg/WEG2vx3wXBR/JfHm6zYe9cb1rrTODvNFkqz7lFLSjwrWcc7ckkRm/PBMOgyYHUZrS6RaLqApX2dQC8yHMfxEk6+TKUZe/p0uDOwPwjc1yxchFc4AAAAASUVORK5CYII=) – вектор коэффициентов.

Часто вместо функции правдоподобия максимизируют ее логарифм (логарифмическую функцию правдоподобия, log-likelihood).

В отличие от линейной регрессии, логистическая регрессия не имеет аналитического решения и на практике для поиска оптимального вектора коэффициентов используются численные методы. Самым распространенным методом численной оптимизации является градиентный спуск.

К преимуществам метода относятся:

* интерпретируемость коэффициентов
* математическая обоснованность (модель основана на вероятностном подходе)
* возможность расширить до обобщенных линейных моделей при использовании регуляризации L1 или L2

К недостаткам метода относятся:

* линейность (предполагается что логарифм вероятности линейно зависит от признаков)
* работает плохо при большом количестве признаков. Эта проблема решается добавлением регуляризации
* плохо справляется с нелинейными зависимости без дополнительного преобразования признаков

Для практической реализации алгоритма логистической регрессии используется LogisticRegression из библиотеки sklearn.linear\_model.

* + 1. **Дерево решений**

**Процесс построения деревьев решений заключается в последовательном, рекурсивном разбиении обучающего множества на подмножества с применением решающих правил в узлах. Процесс разбиения продолжается до тех пор, пока все узлы в конце всех ветвей не будут объявлены листьями. Объявление узла листом может произойти естественным образом (когда он будет содержать единственный объект, или объекты только одного класса), или по достижении некоторого условия остановки, задаваемого пользователем (например, минимально допустимое число примеров в узле или максимальная глубина дерева).**

**Теоретически, алгоритм обучения дерева решений будет работать до тех пор, пока в результате не будут получены абсолютно «чистые» подмножества, в каждом из которых будут примеры одного класса. Правда, возможно при этом будет построено дерево, в котором для каждого примера будет создан отдельный лист. Очевидно, что такое дерево окажется бесполезным, поскольку оно будет переобученным — каждому примеру будет соответствовать свой уникальный путь в дереве, а следовательно, и набор правил, актуальный только для данного примера.**

**Решением проблемы является принудительная остановка построения дерева, пока оно не стало переобученным. Для этого разработаны следующие подходы:**

* **ранняя остановка — алгоритм останавливается при достижении некоторого критерия**
* **ограничение глубины дерева**
* **задание минимально допустимого числа примеров в узле. Это позволит избежать создания тривиальных разбиений и малозначимых правил.**

К преимуществам метода относятся:

* интерпретируемость
* гибкость — деревья могут выявлять нелинейные зависимости
* не требуется нормализация признаков (признаки могут иметь различный масштаб)

Для практической реализации алгоритма дерева решений используется DecisionTreeClassifier из библиотеки sklearn.tree.

Ключевые параметры алгоритма:

* criterion – критерий разбиения (gini или entropy или log\_loss), по умолчанию применяется gini
* max\_depth – максимальная глубина дерева (защита от переобучения)
* min\_samples\_split – минимальное число объектов для разбиения узла
* min\_samples\_leaf – минимальное число объектов в листе
* max\_features – число признаков, учитываемых при разбиении.
  + 1. **Ансамблевые методы**

Ансамблевые методы строят несколько моделей (базовых алгоритмов или слабых моделей) и объединяют их предсказания, чтобы получить более устойчивый и точный результат. Объединение происходит по методу голосования слабых моделей. Существует два основных типа ансамблей — это бустинг и бэггинг. В данной работе мы используем несколько бустинговых ансамблей. Бустинг последовательно обучает слабые модели, исправляя ошибки предыдущих. Каждая новая модель пытается предсказать ошибки предыдущих, а финальное предсказание получается путем взвешенной суммы предсказаний всех моделей. Все три метода LightGBM, AdaBoost и XGBoost используют деревья решений в качестве базовых моделей.

* + - 1. **Адаптивный бустинг AdaBoost**

Адаптивный бустинг — один из наиболее популярных алгоритмов бустинга. Ключевой особенностью алгоритма AdaBoost является использование всей обучающей выборке для каждого последующего классификатора, от итерации к итерации изменяются только веса каждого объекта таким образом, что вес верно классифицированных объектов уменьшается, а ошибочно классифицированных - увеличивается. Алгоритм итеративно обучает T моделей, финальный классификатор строится как взвешенная сумма предсказаний всех моделей, вес модели определяется на основании ошибки моделей — более точные модели имеют больший вес. На каждом из шагов производится выборка с заменой, то есть один объект может попасть в обучающую выборку более одного раза.

К недостаткам метода относится низкая скорость, относительно других методов бустинга.

Для практической реализации классификации адаптивного бустинга AdaBoost используется AdaBoostClassifier из библиотеки sklearn.ensemble. Ключевые параметры алгоритма:

* n\_estimators – количество слабых классификаторов. По умолчанию их количество равно 50
* learning\_rate – вес, применяемый к каждому классификатору на каждой итерации. Более высокая скорость обучения увеличивает вклад каждого классификатора. По умолчанию значение равно единице
* estimator – базовый классификатор, по умолчанию используется DecisionTreeClassifier(max\_depth=1) — так называемые «пни», но можно заменить на другой классификатор, например на более глубокое дерево или логистическую регрессию.
  + - 1. **Экстремальный градиентный бустинг XGBoost**

XGBoost строит последовательность деревьев решений, используя градиентный спуск для минимизации ошибки.

1. **Инициализация**: модель начинается с базового предсказания (например, среднего значения целевой переменной).
2. **Обучение деревьев** (итеративный процесс):
   * Каждое новое дерево обучается на остатках ошибок предыдущей модели.
   * Веса ошибок рассчитываются с учетом градиента (направления, в котором модель должна скорректироваться).
   * В отличие от классического бустинга, XGBoost использует второй производный член (Гессиан) для более точного обновления весов.
3. **Обновление предсказаний**: предсказание итоговой модели — это сумма всех деревьев. Функция потерь включает L1/L2-регуляризацию, что снижает переобучение.

Для практической реализации классификации экстремального градиентного бустинга XGBoost используется XGBClassifier из библиотеки sklearn.ensemble.

К ключевым гиперпараметрам относятся:

* n\_estimators – количество деревьев
* max\_depth – глубина деревьев
* learning\_rate – скорость обучения
* gamma – минимальный прирост информации, необходимый для разбиения (аналог штрафа на сложность)
* lambda и alpha – коэффициенты L1 и L2 регуляризации соответственно
* scale\_pos\_weight — для несбалансированных классов параметр увеличивает вес редкого класса

Алгоритм XGBoost быстро и эффективно работает на больших данных (более 10 тысяч объектов).

* + - 1. **Градиентный бустинг LightGBM**

LightGBM — это мощный алгоритм градиентного бустинга, оптимизированный для высокой скорости и работы с большими данными. Он улучшает XGBoost за счёт более эффективного построения деревьев.

Как и XGBoost, LightGBM строит последовательность деревьев решений, обучающихся на остатках ошибок предыдущей модели.

Главное отличие – метод роста деревьев:

* XGBoost и классический градиентный бустинг строят деревья по уровням (level-wise), то есть добавляют разбиения равномерно на каждом уровне.
* LightGBM использует рост по листьям (leaf-wise): выбирает самый информативный лист и делит его.

Такой подход ускоряет обучение, но может привести к переобучению (если не контролировать глубину дерева).

Для практической реализации классификации градиентного бустинга LightGBM используется LGBMClassifier из библиотеки lightgbm.

Ключевые параметры алгоритма:

* n\_estimators – количество деревьев
* learning\_rate – скорость обучения
* max\_depth – ограничивает глубину деревьев (защита от переобучения).
* num\_leaves – число листьев в дереве (чем больше, тем сложнее модель).
* is\_unbalance=True – автоматически корректирует веса классов.
* scale\_pos\_weight – вручную задаёт баланс классов.
  + 1. **Метрики качества моделей классификации**

Существует множество различных метрик для оценки качества классификаторов. К наиболее широко используемым относятся:

1. матрица ошибок (confusion matrix)
2. правильность (accuracy), в некоторых источниках также называется меткостью
3. правильность с учетом цены (cost-sensitive accuracy)
4. точность, полнота и F-мера (precision и recall, F-score)
5. площадь под кривой рабочей характеристики приемника (Receiver Operating Characteristic, ROC) - AUC

Матрица ошибок для задачи бинарной классификации представляет собой матрицу размером 2 x 2, по одной оси располагается метка, предсказанная моделью, по другой оси — фактическая метка. При этом в различных источниках горизонтальная и вертикальные оси будут быть подписаны по-разному. В этой работе буду использовать матрицу ошибок в том виде, как представлено на рисунке 1.

|  |  |  |
| --- | --- | --- |
|  | Положительная предсказанная метка | Отрицательная предсказанная метка |
| Положительная фактическая метка | TP | FN |
| Отрицательная фактическая метка | FP | TN |

Рисунок 1 — матрица ошибок

Правильность определяется как отношение правильно классифицированных экземпляров к общему количеству:

Правильность = TP + TN / (TP + TN + FP + FN) (1)

В нашем случае датасет несбалансирован — отрицательных меток в 11 раз больше, чем положительных. В этом случае имеет смысл использовать правильность с учетом цены, то есть присваивать ложно-положительным и ложно-отрицательным результатам разные веса.

Точность (precision) это отношение истинно положительных прогнозов к общему количеству положительных прогнозов:

Точность = TP / (TP + FP) (2)

Полнота (recall) определяется как отношение истинно положительных прогнозов к обществу количеству положительных экземпляров:

Полнота = TP / (TP + FN) (3)

Полнота и точность не зависят, в отличие от правильности, от соотношения классов и подходят лучше для нашей задачи.

F-мера представляет собой агрегированный критерий качества, объединяющий собой полноту и точность с некоторыми весами, которые зависят от задачи и предпочтений заказчика. F-мера рассчитывается как среднее гармоническое с весами по формуле.

F-меру удобно использовать в процессе оптимизации параметров алгоритма, ее значение достигает максимума при полноте и точности, равными единице, и близка к нулю, если один из аргументов близок к нулю.

ROC кривая строится на основании комбинации доли истинно-положительных результатов (TPR) и доли ложно-положительных результатов (FPR). Диапазон оценок достоверности дискретизируется, затем каждое дискретное значение используется в качестве порога при прогнозировании. Чем больше площадь под ROC кривой, тем лучше классификатор.

Организаторы соревнования Kaggle определили в качестве основной метрики качества моделей площадь под кривой ROC. В работе будут использоваться несколько метрик качества классификаторов, поскольку не все рассматриваемые алгоритмы возвращают вероятность принадлежности к классу, а не сам класс.

* 1. **Разведочный анализ данных**

Разведочный анализ данных включает в себя:

* нормировку данных — нормировка данных может быть полезна для дальнейшей интерпретации весов модели (например, для логистической регрессии)
* анализ на аномалии (пропущенные данные, выбросы)
* корректировка аномалий там, где это возможно

Разведочный анализ данных, перечисленный выше, был также дополнен агрегированным показателями, отсутствующими в исходных таблицах.

1. **Практическая часть**
   1. **Предобработка данных**

Визуализация первичных данных позволяет наглядно увидеть, какие из признаков имеют значительные выбросы. Некоторые признаки из датасета уже нормализованы (такие как внешние рейтинги EXT\_RATINGS 1-3).

Предобработка данных состояла из последовательных шагов:

1. Анализ бинарных и категориальных признаков. Для категориальных признаков с большим количеством категорий (более 10) была сделана смысловая группировка с целью сокращения количества категорий.
2. Добавление дополнительных числовых признаков, которые характеризуют кредитную нагрузку клиента, а также агрегированные показатели из бюро кредитных историй:
   * Отношение аннуитетного платежа к кредиту (APPS\_ANNUITY\_CREDIT\_RATIO) – показывает, какую часть кредита заемщик выплачивает ежегодно.
   * Среднее и стандартное отклонение внешних скоринговых оценок (APPS\_EXT\_SOURCE\_MEAN, APPS\_EXT\_SOURCE\_STD) – характеризуют уровень и стабильность кредитного риска.
   * Отношение стоимости товара к кредиту (APPS\_GOODS\_CREDIT\_RATIO) – отражает долю кредита в финансировании покупки.
   * Отношение аннуитетного платежа к доходу (APPS\_ANNUITY\_INCOME\_RATIO) – измеряет кредитную нагрузку заемщика.
   * Отношение дохода к стажу работы (APPS\_INCOME\_EMPLOYED\_RATIO) – средний доход за день работы.
   * Отношение стажа к возрасту (APPS\_EMPLOYED\_BIRTH\_RATIO) – доля жизни, проведенная в занятости.
   * Возраст авто к стажу работы (APPS\_CAR\_EMPLOYED\_RATIO) – отражает момент приобретения автомобиля относительно стажа.
   * Доход на день жизни (APPS\_INCOME\_BIRTH\_RATIO) – общий уровень финансового состояния.
   * Разница между запрошенной и одобренной суммой кредита (PREV\_CREDIT\_DIFF) – показывает, на сколько сумма заявки превышала фактически выданный кредит.
   * Разница между запрошенной суммой и стоимостью товара (PREV\_GOODS\_DIFF) – отражает разницу между суммой заявки и ценой покупки.
   * Отношение одобренного кредита к запрашиваемой сумме (PREV\_CREDIT\_APPL\_RATIO) – оценивает, какую долю от заявки одобрил банк.
   * Отношение стоимости товара к запрашиваемой сумме (PREV\_GOODS\_APPL\_RATIO) – показывает, насколько заявка соотносится с реальной стоимостью покупки.
   * Процентная ставка кредита (PREV\_INTERESTS\_RATE) – рассчитывает среднюю эффективную ставку на основе суммы выплат (AMT\_ANNUITY \* CNT\_PAYMENT) и суммы кредита.
   * Разница между плановой и фактической датой закрытия кредита (BUREAU\_ENDDATE\_FACT\_DIFF) – показывает, насколько фактическое закрытие отклоняется от запланированного.
   * Разница между датой выдачи кредита и его фактическим закрытием (BUREAU\_CREDIT\_FACT\_DIFF) – отражает срок фактического погашения кредита.
   * Разница между датой выдачи кредита и плановой датой закрытия (BUREAU\_CREDIT\_ENDDATE\_DIFF) – показывает первоначально запланированный срок кредита.
   * Отношение текущего долга к сумме кредита (BUREAU\_CREDIT\_DEBT\_RATIO) – оценивает, какая доля кредита остается непогашенной.
   * Разница между текущим долгом и суммой кредита (BUREAU\_CREDIT\_DEBT\_DIFF) – показывает величину уже выплаченного кредита (отрицательное значение означает, что долг превышает сумму кредита).
   * Флаг наличия просрочки (BUREAU\_IS\_DPD) – принимает значение 1, если есть текущая просрочка.
   * Флаг серьезной просрочки (более 120 дней) (BUREAU\_IS\_DPD\_OVER120) – указывает на длительную задолженность.RR.

Для дополнительных фичей из таблиц бюро кредитной истории и предыдущих заявок были дополнительно применены функции агрегации (минимальное, максимальное, среднее значения, количество записей и т.д.)

1. Поскольку не по всем кредитам есть информация в кредитном бюро, то по отсутствующим значениям признаки заполнены нулями.
2. Удаление признаков с высоким процентом отсутствующих значений (в качестве критерий выбран 25%).
3. Значения типа «бесконечность» заменяются отсутствующими значениями NaN
4. Применяется анализ на выбросы методом межквартильного размаха. Метод 3-сигм работает плохо в нашем случае, поскольку данные в основном имеют асиметричное распределение
5. Для признаков с процентом заполнения более 75% применяется стандартный Imputer из библиотеки sklearn: для категориальных и бинарных переменных используется наиболее частотное значение, для числовых — среднее значение.
6. Для категориальных переменных применяется метод One-Hot Encoding, цель которого преобразовать каждый признак с N категориями в N-1 бинарный признак.
7. Для непрерывных переменных применяется стандартизация MinMaxScaler() либо StandardScaler().

Следует отметить, что применение StandardScaler() может быть не самым удачным решением для данного датасета, поскольку очень много признаков с непрерывным распределением имеют асимметричное распределение, в то время как StandardScaler() хорошо работает для распределения, приближенного к нормальному. В качестве одного из способов улучшения пайплайна может быть внедрение шага трансформации асиметричных признаков с помощью log-трансформации или box-cox трансформации.

* 1. **Разработка и обучение моделей**

Для решения задачи прогнозирования дефолта обученные модели из следующих классов:

* Логистическая регрессия
* Дерево решений
* Градиентный бустинг LightGBM
* Адаптивный бустинг AdaBoost
* Экстремальный градиентный бустинг XGBoost
* Многослойная полносвязная нейронная сеть (перцептрон)

После процедуры подготовки данных (расчета статистических показателей, объединения таблиц и стандартизации данных) в выборке содержится 307 тысяч строк и 303 признака. Выборка была разбита на обучающую и тестовую в отношении 70% на 30% (252 и 92 тысячи), при разбиении было сохранено соотношение классов в целевой переменной, для этого использовался метод stratify.

Некоторые рассматриваемые методы имеют встроенный механизм работы с несбалансированными классами (class\_weight="balanced"): это относится к дереву решений и логистической регрессии. Для обучения же ансамблевых методов и нейронной сети был построена сбалансированная обучающая выборка методом Undersampling: размер обучающей выборки сократился до 34 тысяч.

Учитывая ограничения времени и ресурсов компьютера, я решила также сократить количество признаков, оставив только 50 самых значимых для прогнозирования целевой переменной выборки. Для отбора значимость использовался метод feature\_importances\_ библиотеки LightGBM.

|  |  |
| --- | --- |
| **Признак** | **Описание** |
| APPS\_ANNUITY\_CREDIT\_RATIO | Отношение аннуитета к телу кредита |
| DAYS\_BIRTH | Возраст клиента в днях на момент подачи заявки |
| APPS\_EXT\_SOURCE\_MEAN | Среднее значение внешних скорингов |
| EXT\_SOURCE\_2 | Нормализованный скоринговый балл из внешнего источника |
| DAYS\_ID\_PUBLISH | Количество дней до подачи заявки, когда клиент сменил документ, удостоверяющий личность |
| APPS\_ANNUITY\_INCOME\_RATIO | Отношение аннуитета к доходу |
| EXT\_SOURCE\_3 | Нормализованный скоринговый балл из внешнего источника |
| APPS\_GOODS\_CREDIT\_RATIO | Отношение стоимости товара к телу кредита |
| AMT\_ANNUITY | Аннуитетный платеж по кредиту |
| EXT\_SOURCE\_1 | Нормализованный скоринговый балл из внешнего источника |
| DAYS\_LAST\_PHONE\_CHANGE | Количество дней до подачи заявки, когда клиент сменил телефон |
| APPS\_INCOME\_EMPLOYED\_RATIO | Отношение дохода к длительности рабочего стажа |
| PREV\_CNT\_PAYMENT\_MEAN | Среднее количество платежей по предыдущим заявкам, выполненных к моменту подачи текущей кредитной заявки |
| APPS\_EXT\_SOURCE\_STD | Стандартное отклонение значений внешних скорингов |
| DAYS\_REGISTRATION | Количество дней до подачи заявки, когда клиент сменил регистрацию |
| APPS\_EMPLOYED\_BIRTH\_RATIO | Отношение трудового стажа к возрасту |
| PREV\_PREV\_INTERESTS\_RATE\_MAX | Максимальное значение процентной ставки в предыдущих заявках |
| PREV\_DAYS\_DECISION\_MIN | Минимальное количество дней с дня принятия решения по предыдущим заявкам |
| REGION\_POPULATION\_RELATIVE | Нормализованное население региона, где живет клиент (чем выше значение, тем более населенный регион) |
| PREV\_DAYS\_DECISION\_MAX | Максимальное количество дней с дня принятия решения по предыдущим заявкам |
| BUREAU\_DAYS\_ENDDATE\_FACT\_MAX | Максимальное количество дней с даты закрытия предыдущего кредита |
| APPS\_INCOME\_BIRTH\_RATIO | Отношение дохода к возрасту |
| PREV\_PREV\_CREDIT\_APPL\_RATIO\_MAX | Максимальное отношение фактической суммы кредита к величине одобренной суммы |
| DAYS\_EMPLOYED | Количество дней до подачи заявки, когда клиент начал текущую работу |
| PREV\_PREV\_INTERESTS\_RATE\_MEAN | Минимальное значение процентной ставки в предыдущих заявках |

Таблица 1 —

описание 25 самых значимых признаков

На примере модели LightGBM можно увидеть, что балансировка классов имеет критическое значение для построения адекватной модели: показали f1, recall и precision модели обученной на несбалансированных данных в разы ниже сбалансированной модели.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | **AUC-ROC** | **Accuracy** | **Precision** | **Recall** | **F1 Score** |
| **Train** | 0.86 | 0.92 | 0.85 | 0.08 | 0.14 |
| **Test** | 0.78 | 0.92 | 0.55 | 0.04 | 0.07 |

Таблица 2 —

метрики LightGBM на несбалансированных классах

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | **AUC-ROC** | **Accuracy** | **Precision** | **Recall** | **F1 Score** |
| **Train** | 0.84 | 0.72 | 0.2 | 0.81 | 0.32 |
| **Test** | 0.78 | 0.71 | 0.17 | 0.7 | 0.28 |

Таблица 3 —

метрики LightGBM на сбалансированных классах

Для модели дерева решений была выполнена процедура поиска оптимальных параметров GridSearchCV с перекрестной проверкой с количеством блоков 10. Оптимизируемые параметры — глубина дерева и функция измерения качества разбиения (gini / entropy). Получены оптимальные параметры - {'criterion': 'entropy', 'max\_depth': 5}. Отмечу, что глубина дерева 5 совпадает с глубиной, выбранной для модели lightGBM (для которой подбор гиперпараметров не проводился).

Обучение модели логистической регрессии занимало значительное количество времени, поэтому поиск гиперпараметров по сетке не производился. Обучение логистической регрессии было выполнено в двух вариантах — с и без регуляризации “L1”, результаты модели с регуляризацией значительно превосходят модель без регуляризации.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | **AUC-ROC** | **Accuracy** | **Precision** | **Recall** | **F1 Score** |
| **Train** | 0.66 | 0.63 | 0.13 | 0.6 | 0.21 |
| **Test** | 0.67 | 0.63 | 0.13 | 0.61 | 0.21 |

Таблица 4 —

метрики логистической регрессии без регуляризации

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | **AUC-ROC** | **Accuracy** | **Precision** | **Recall** | **F1 Score** |
| **Train** | 0.75 | 0.69 | 0.16 | 0.67 | 0.26 |
| **Test** | 0.75 | 0.69 | 0.16 | 0.68 | 0.26 |

Таблица 5 —

метрики логистической регрессии с регуляризацией “L1”

* 1. **Разработка нейронной сети**

Для построения и обучения нейросети используется библиотека tensorflow.keras.

На вход нейронной сети подается стандартизованный и сбалансированный датасет. Датасет сбалансирован методом undersampling.

Исходя из количества признаков на входе (50), на первом слое выбрано 64 нейрона (минимальная степень двойки, которая превышает количество признаков на входе), на втором слое количество нейронов вдвое меньше, на выходе — 1 нейрон, соответствующий единственной целевой переменной. На скрытых слоях использована функция активации relu, на выходном слое — sigmoid, позволяющая на выходе получить значения от 0 до 1 (соответствуют вероятности первого класса). В качестве функции потерь использовалась бинарная кросс-энтропия, являющаяся стандартным выбором для задачи бинарной классификации. Слои BatchNorm и DropOut защищают от переобучения модели. Используем метод EarlyStopping, который мониторит метрику val\_loss и если метрика перестает улучшаться в течении 5 эпох, автоматически прекращает обучение нейросети
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Рисунок — Архитектура

полносвязной нейронной сети

* 1. **Тестирование модели**

Каждый из рассмотренных классификаторов продемонстрировал точность выше, чем базовая модель, а модель LightGBM показала наилучший результат.

|  |  |  |
| --- | --- | --- |
| **Классификатор** | **Тренировочная выборка** | **Тестовая выборка** |
| Адаптивный бустинг AdaBoost | 0.7603 | 0.7577 |
| Градиентный бустинг LightGBM | 0.8286 | 0.7676 |
| Дерево решений | 0.7294 | 0.7278 |
| Логистическая регрессия | 0.7453 | 0.7488 |
| Многослойная нейронная сеть | 0.7610 | 0.5000 |
| Экстремальный градиентный бустинг XGBoost | 0.8980 | 0.7565 |

Таблица 6 — Сравнение метрики AUC

на тренировочном и тестовом датасетах

|  |  |  |
| --- | --- | --- |
| **Классификатор** | **Тренировочная выборка** | **Тестовая выборка** |
| Адаптивный бустинг AdaBoost | 0.2672 | 0.2674 |
| Градиентный бустинг LightGBM | 0.3107 | 0.2739 |
| Дерево решений | 0.2508 | 0.3362 |
| Логистическая регрессия | 0.2581 | 0.2595 |
| Многослойная нейронная сеть | 0.3336 | 0.2946 |
| Экстремальный градиентный бустинг XGBoost | 0.4040 | 0.2852 |

Таблица 7 — Сравнение метрики F1-score

на тренировочном и тестовом датасетах

* 1. **Сохранение модели**

По результатам тестирования наилучшей моделью является модель LightGBM. Для дальнейшего в приложении результаты этой модели были сохранены в текстовом формате и формате pickle. Кроме того, в файл requirements.txt сохранена версионность библиотек, использованных на этапе обучения.
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* 1. **Создание удаленного репозитория GitHub и загрузка результатов**

Для целей данного исследования был создан публичный репозиторий на GitHub по адресу <https://github.com/Spring-31/HC_default_risk>, в котором размещена данная пояснительная записка, метаданные по исходному датасету, результирующие характеристики моделей, рабочие ноутбуки Jupyter, обученная модель LightGBM.

**Заключение**

Для достижения поставленной цели был проведен полноценный pipeline машинного обучения, включающий в себя следующие этапы:

* изучение теоретических основ анализа данных и машинного обучения: типы классификаторов (деревья решений, ансамблевые методы, логистическая регрессия), методы обучения (понятие тренировочной, тестовой и валидационной метрики), метрик качества классификаторов
* изучение библиотек python для применения теоретических знаний на практике: scikit-learn, tensorflow, keras классификаторы библиотек scikit-learn
* знакомство с особенностями предметной области, в которой решается задача (оценка риска дефолта клиентов-физических лиц)
* проведение первичного анализа данных с использованием статистических методов
* обработка данных: извлечение данных, работа с типами данных, идентификация и удаление аномалий, заполнение отсутствующих значений, стандартизация данных
* инженерия признаков: генерация новых признаков (извлечение статистик, агрегация данных), преобразование данных, объединение данных, отбор значимых признаков)
* определение метрик измерения эффективности моделей машинного обучения, выбор наиболее подходящей для решаемой задачи метрики
* подбор оптимальных гиперпараметров для повышения эффекттивности работы моделей машинного обучения

В рамках проведенного исследования удалось познакомиться с каждым из перечисленных выше этапов. Наиболее эффективная модель классического машинного обучения характеризуется значением AUC 0.7676, в то время как показатель лидеров в соревновании Kaggle превышает 0.802.

Что касается разработки многослойного перцептрона, обучить хоть сколько-то эффективную нейронную сеть не удалось. При беглом анализе результатов соревнования Kaggle также не удалось найти решение, в котором использовались бы полносвязные нейронные сети. Среди лучших решений применялись модели LightGBM, XGBoost, Random Forest и ExtraTrees. Например, команда, занявшая 4-е место, использовала стек из моделей LightGBM, Random Forest, ExtraTree и Linear Regression.

С моей точки зрения, одно из слабых мест разработанных классификаторов — слишком большое количество признаков, не оптимальный выбор нормализаторов — для асимметричных распределений использование StandardScaler не оптимально.

Дальнейшие шаги по улучшению качества моделей могли бы включать:

* Более тонкую настройку стандартизации непрерывных переменных: к примеру, использование лог-трансформации непрерывных признаков с асимметричным распределением
* Снижение размерности, сокращение признаков в выборке, например методом главных компонент (PCA)
* Использование upsampling вместо understampling для балансировки обучающей выборки с целью не потерять значимую информацию для нулевого класса
* Дальнейший подбор гиперпараметров (невозможен в текущем исследовании из-за большого количества признаков)
* Обучение деревьев на случайных подвыборках (bagging и выбор признаков)
* Построение результирующей модели при помощи стекинга нескольких ансамблей
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