# Verbeteren

## Gradient Descent

Een andere manier om het verband tussen een x-waarde en y-waarde te berekenen is door gebruik te maken van **gradient descent.** We proberen weer een lijn ( y = ax + b) te vinden die het best het verband tussen de y- en de x-waarde beschrijft. Er wordt op het begin gekozen voor een willekeurige waarde voor a en b. Deze willekeurige lijn wordt gebruikt om “gok” te krijgen voor elk van de x-waarden. Deze gok zal bij een willekeurige lijn dus erg afwijken van de echte y-waarde. De afwijking noemen we de **error**. Deze error berekenen we als volgt:

Het doel van het algoritme is om zo klein mogelijk te maken, ofwel de totale *error* zo klein mogelijk te maken.
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