CS109 Lab 1: Model fitting
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R provides functions for fitting linear (lm) and generalized linear models (glm), local polynomial regression models (loess), and nonlinear least squares (nls) among others. Functions for fitting many other kinds of models are available in various R packages.

# Formula

What most of these model fitting functions have in common is a way of specifying relationships among variables in the model in terms of a *formula*. A formula is usually defined using the tilde operator (~), with the response on the left and predictors on the right.

Thinking of the formula operator as a domain-specific language is helpful, because many things work differently inside a formula than they do in the rest of R. For example: - outside of a formula, + means "addition", but inside a formula + means "inclusion" - outside of a formula ":" is a sequence operator, but inside a formula it means "interaction" - outside a formula (a + b + c)^2 means "square the sum of a, b, and c"; inside a formula it means "include a, b, c, and all two-way interactions between them"

Note that you can escape to the usual meaning with the I function: I((a + b + c)^2) means "square the sum of a, b, and c, even if inside a formula.

More details on the formula interface are described in the help page (?formula).

## Model fitting examples

R comes with some built-in data sets that can be used for examples and demos. You can ask for the list of available data sets by calling data(). Here we will use the built-in *mtcars* data set.

data(mtcars)  
str(mtcars)

## 'data.frame': 32 obs. of 11 variables:  
## $ mpg : num 21 21 22.8 21.4 18.7 18.1 14.3 24.4 22.8 19.2 ...  
## $ cyl : num 6 6 4 6 8 6 8 4 4 6 ...  
## $ disp: num 160 160 108 258 360 ...  
## $ hp : num 110 110 93 110 175 105 245 62 95 123 ...  
## $ drat: num 3.9 3.9 3.85 3.08 3.15 2.76 3.21 3.69 3.92 3.92 ...  
## $ wt : num 2.62 2.88 2.32 3.21 3.44 ...  
## $ qsec: num 16.5 17 18.6 19.4 17 ...  
## $ vs : num 0 0 1 1 0 1 0 1 1 1 ...  
## $ am : num 1 1 1 0 0 0 0 0 0 0 ...  
## $ gear: num 4 4 4 3 3 3 3 4 4 4 ...  
## $ carb: num 4 4 1 1 2 1 4 2 2 4 ...

Fit a simple model predicting *miles per gallon* (mpg) from *horsepower* (hp) and *weight* (wt).

lm(mpg ~ hp + wt, data = mtcars)

##   
## Call:  
## lm(formula = mpg ~ hp + wt, data = mtcars)  
##   
## Coefficients:  
## (Intercept) hp wt   
## 37.22727 -0.03177 -3.87783

Add interaction between hp and wt.

lm(mpg ~ hp \* wt, data = mtcars)

##   
## Call:  
## lm(formula = mpg ~ hp \* wt, data = mtcars)  
##   
## Coefficients:  
## (Intercept) hp wt hp:wt   
## 49.80842 -0.12010 -8.21662 0.02785

Add interactions between hp and *automatic transmission* (am), and between wt and am.

lm(mpg ~ (hp + wt) \* am, data = mtcars)

##   
## Call:  
## lm(formula = mpg ~ (hp + wt) \* am, data = mtcars)  
##   
## Coefficients:  
## (Intercept) hp wt am hp:am   
## 30.70393 -0.04094 -1.85591 13.74000 0.02779   
## wt:am   
## -5.76895

# Your turn: predict mpg

1. Fit a linear model predicting *miles per gallon* (mpg) from number of cylinders (cyl)
2. Fit a linear model predicting *miles per gallon* (mpg) from number of cylinders (cyl), *displacement* (disp), *horsepower* (hp), and all two-way interactions among these three predictors. Do *not* include the three way interaction.
3. Number of cylinders and displacement are so highly correlated that it makes sense to think of them both as measures of *engine size*. Fit a model predicting mpg from the sum of cyl and disp.
4. (Advanced) Fit a generalized linear model predicting *automatic vs. manual transmission* (am) from *displacement* (disp).
5. (Advanced) Fit a generalized linear model predicting *automatic vs. manual transmission* (am) from *displacement* (disp) and *number of gears* (gear). Treat gear as an ordered factor and use polynomial contrasts.

# Types, Classes and methods (lm, predict, resid)

We've seen how to use *formula* in R to fit linear models, but you may have been somewhat underwhelmed by the result. lm returns simply the *Call* that produced it, and the regression coefficients. To do anything useful with these models we will want to assign them to a name and then do some post-estimation calculations. In order to do that we need to know what lm returns, and what methods exist for it. Most of this is documented in ?lm, but we can use R to inspect the result and learn for ourselves.

Objects produced by lm are named *lists*, and can be treated just like any other list in R. Let's simplify our last example model and take a closer look.

mod.mpg1 <- lm(mpg ~ wt \* am, data = mtcars)  
typeof(mod.mpg1)

## [1] "list"

length(mod.mpg1)

## [1] 12

names(mod.mpg1)

## [1] "coefficients" "residuals" "effects" "rank"   
## [5] "fitted.values" "assign" "qr" "df.residual"   
## [9] "xlevels" "call" "terms" "model"

Since mod.mpg1 is a list, we can do anything with it that we can do with other lists in R. For example, we can extract elements by position or name:

mod.mpg1[["coefficients"]]

## (Intercept) wt am wt:am   
## 31.416055 -3.785908 14.878423 -5.298360

hist(mod.mpg1[[2]])
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Unlike other lists in R, lists produced by lm are of *class* lm. There are functions with methods that correspond to this class, and we can ask R to tell us what those functions are using the methods function.

class(mod.mpg1)

## [1] "lm"

methods(class = class(mod.mpg1))

## [1] add1 alias anova case.names   
## [5] coerce confint cooks.distance deviance   
## [9] dfbeta dfbetas drop1 dummy.coef   
## [13] effects extractAIC family formula   
## [17] hatvalues influence initialize kappa   
## [21] labels logLik model.frame model.matrix   
## [25] nobs plot predict print   
## [29] proj qr residuals rstandard   
## [33] rstudent show simulate slotsFromS3   
## [37] summary variable.names vcov   
## see '?methods' for accessing help and source code

We now know that there are summary, anova, and confint methods (among others) for objects of class lm. That is, we know that we can do the following:

summary(mod.mpg1)

##   
## Call:  
## lm(formula = mpg ~ wt \* am, data = mtcars)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -3.6004 -1.5446 -0.5325 0.9012 6.0909   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 31.4161 3.0201 10.402 4.00e-11 \*\*\*  
## wt -3.7859 0.7856 -4.819 4.55e-05 \*\*\*  
## am 14.8784 4.2640 3.489 0.00162 \*\*   
## wt:am -5.2984 1.4447 -3.667 0.00102 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 2.591 on 28 degrees of freedom  
## Multiple R-squared: 0.833, Adjusted R-squared: 0.8151   
## F-statistic: 46.57 on 3 and 28 DF, p-value: 5.209e-11

anova(mod.mpg1)

## Analysis of Variance Table  
##   
## Response: mpg  
## Df Sum Sq Mean Sq F value Pr(>F)   
## wt 1 847.73 847.73 126.2518 6.915e-12 \*\*\*  
## am 1 0.00 0.00 0.0003 0.985556   
## wt:am 1 90.31 90.31 13.4502 0.001017 \*\*   
## Residuals 28 188.01 6.71   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

confint(mod.mpg1)

## 2.5 % 97.5 %  
## (Intercept) 25.229642 37.602469  
## wt -5.395234 -2.176581  
## am 6.143928 23.612917  
## wt:am -8.257693 -2.339028

**Note** In Python the equivalent of summary(mod.mpg1) would probably look like mod.mpg1.summary(). This *object-oriented* style does exist in R (though it uses $ instead of . to access methods), but it is not commonly used.

This technique of identifying the *class* of an R object, and then looking up which generic functions have corresponding *methods* is very useful. Remember thought that it only shows you functions that have specific methods; for example methods(class = class(mod.mpg1)) did not show us a method for [[, but we know that we can use bracket extraction on a *lm* object. That just means that [[ doesn't do anything special because of the object's class -- it just treats it like any other list.

We can also go the other way around, and ask R what methods exist for a specific generic function. For example,

methods(summary)

## [1] summary.aov summary.aovlist\*   
## [3] summary.aspell\* summary.check\_packages\_in\_dir\*  
## [5] summary.connection summary.data.frame   
## [7] summary.Date summary.default   
## [9] summary.ecdf\* summary.factor   
## [11] summary.glm summary.infl\*   
## [13] summary.lm summary.loess\*   
## [15] summary.manova summary.matrix   
## [17] summary.mlm\* summary.nls\*   
## [19] summary.packageStatus\* summary.PDF\_Dictionary\*   
## [21] summary.PDF\_Stream\* summary.POSIXct   
## [23] summary.POSIXlt summary.ppr\*   
## [25] summary.prcomp\* summary.princomp\*   
## [27] summary.proc\_time summary.srcfile   
## [29] summary.srcref summary.stepfun   
## [31] summary.stl\* summary.table   
## [33] summary.tukeysmooth\*   
## see '?methods' for accessing help and source code

shows us all the different object classes that have summary methods.

Most modeling functions in R usually return objects with at least summary, print, and predict methods. The predict methods are useful for visualizing the quality of your model. Once you've calculated predicted values you can use the plot or ggplot functions to construct a graph. Let's use ggplot to visualize the predictions from our last model.

library(ggplot2)  
  
ggplot(transform(mtcars, pred.mpg = predict(mod.mpg1, interval = "confidence")),  
 mapping = aes(x = wt, y = mpg, color = as.factor(am))) +  
 geom\_point() +  
 geom\_smooth(mapping = aes(y = pred.mpg.fit,  
 ymin = pred.mpg.lwr,  
 ymax = pred.mpg.upr),  
 stat = "identity")

## Warning: Ignoring unknown aesthetics: ymin, ymax

![](data:image/png;base64,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)

# Your turn: Get to know the *lm* class

1. Fit a model predicting mpg from disp, assigning the result to the name mod.mpg.
2. Get the summary of the model and assign the result to the name mod.mpg.sum.
3. Find the typeof and names of mod.mpg.sum.
4. Extract the r.squared value from mod.mpg.sum.
5. Graph the observed and predicted values of mpg as a function of disp based on your model.
6. (Advanced) Inference from linear regression models is based on several assumptions, including the assumption that the residuals are normally distributed. Visually inspect your model to determine if this assumption has been violated.
7. (Advanced) Add am and the interaction between disp and am to your model. What is the regression coefficient for mpg on disp when am = 0? When am = 1?

# Transformations (Polynomials and Splines)

The R *formula* provides a way to specify relationships among variables, and among *transformations* of those variables. We've already seen that \* transforms the inputs by including both the specified variables and their product. Many other transformations are possible. Indeed, for categorical predictors transformation is mandatory and happens by default; R will transform categorical predictors into a matrix of indicators or dummy codes with the first level as the reference group.

In general, any transformation that returns a vector of length equal to the number of rows in the data or a matrix with the same row dimension as the input data is legal.

## Standardized regression coefficients

A example of transformation is the scale function, which standardizes it's first argument by subtracting the mean and dividing by the standard deviation:

str(mtcars[c("hp", "wt")])

## 'data.frame': 32 obs. of 2 variables:  
## $ hp: num 110 110 93 110 175 105 245 62 95 123 ...  
## $ wt: num 2.62 2.88 2.32 3.21 3.44 ...

str(scale(mtcars[c("hp", "wt")]))

## num [1:32, 1:2] -0.535 -0.535 -0.783 -0.535 0.413 ...  
## - attr(\*, "dimnames")=List of 2  
## ..$ : chr [1:32] "Mazda RX4" "Mazda RX4 Wag" "Datsun 710" "Hornet 4 Drive" ...  
## ..$ : chr [1:2] "hp" "wt"  
## - attr(\*, "scaled:center")= Named num [1:2] 146.69 3.22  
## ..- attr(\*, "names")= chr [1:2] "hp" "wt"  
## - attr(\*, "scaled:scale")= Named num [1:2] 68.563 0.978  
## ..- attr(\*, "names")= chr [1:2] "hp" "wt"

Thus if we want standardized regression coefficients we can fit our model as follows:

mod.mpg2 <- lm(mpg ~ scale(cbind(hp = hp, wt = wt)) \* am, data = mtcars)

## Polynomials

If we want polynomial terms we can generate them ourselves, or use the poly function to do it for us.

summary(lm(mpg ~ disp + I(disp^2) + I(disp^3), data = mtcars))

##   
## Call:  
## lm(formula = mpg ~ disp + I(disp^2) + I(disp^3), data = mtcars)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -3.0896 -1.5653 -0.3619 1.4368 4.7617   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 5.070e+01 3.809e+00 13.310 1.25e-13 \*\*\*  
## disp -3.372e-01 5.526e-02 -6.102 1.39e-06 \*\*\*  
## I(disp^2) 1.109e-03 2.265e-04 4.897 3.68e-05 \*\*\*  
## I(disp^3) -1.217e-06 2.776e-07 -4.382 0.00015 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 2.224 on 28 degrees of freedom  
## Multiple R-squared: 0.8771, Adjusted R-squared: 0.8639   
## F-statistic: 66.58 on 3 and 28 DF, p-value: 7.347e-13

(mod.mpg3 <- lm(mpg ~ poly(disp, degree = 3, raw = TRUE), data = mtcars))

##   
## Call:  
## lm(formula = mpg ~ poly(disp, degree = 3, raw = TRUE), data = mtcars)  
##   
## Coefficients:  
## (Intercept) poly(disp, degree = 3, raw = TRUE)1   
## 5.070e+01 -3.372e-01   
## poly(disp, degree = 3, raw = TRUE)2 poly(disp, degree = 3, raw = TRUE)3   
## 1.109e-03 -1.217e-06

summary(mod.mpg3)

##   
## Call:  
## lm(formula = mpg ~ poly(disp, degree = 3, raw = TRUE), data = mtcars)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -3.0896 -1.5653 -0.3619 1.4368 4.7617   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)  
## (Intercept) 5.070e+01 3.809e+00 13.310 1.25e-13  
## poly(disp, degree = 3, raw = TRUE)1 -3.372e-01 5.526e-02 -6.102 1.39e-06  
## poly(disp, degree = 3, raw = TRUE)2 1.109e-03 2.265e-04 4.897 3.68e-05  
## poly(disp, degree = 3, raw = TRUE)3 -1.217e-06 2.776e-07 -4.382 0.00015  
##   
## (Intercept) \*\*\*  
## poly(disp, degree = 3, raw = TRUE)1 \*\*\*  
## poly(disp, degree = 3, raw = TRUE)2 \*\*\*  
## poly(disp, degree = 3, raw = TRUE)3 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 2.224 on 28 degrees of freedom  
## Multiple R-squared: 0.8771, Adjusted R-squared: 0.8639   
## F-statistic: 66.58 on 3 and 28 DF, p-value: 7.347e-13

## Splines

Similarly, we can use the bs function from the splines package to generate piece-wise polynomials. You can specify either df or you can specify knots directly (in which case ns will choose df - 1 - intercept knots at suitable intervals).

library(splines)  
mod.mpg4 <- lm(mpg ~ bs(disp, knots = quantile(disp, c(.25, .50, .75))), data = mtcars)  
summary(mod.mpg4)

##   
## Call:  
## lm(formula = mpg ~ bs(disp, knots = quantile(disp, c(0.25, 0.5,   
## 0.75))), data = mtcars)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -3.4422 -1.4306 -0.2142 1.4879 3.8917   
##   
## Coefficients:  
## Estimate Std. Error  
## (Intercept) 32.420 1.601  
## bs(disp, knots = quantile(disp, c(0.25, 0.5, 0.75)))1 -3.488 3.593  
## bs(disp, knots = quantile(disp, c(0.25, 0.5, 0.75)))2 -13.042 2.267  
## bs(disp, knots = quantile(disp, c(0.25, 0.5, 0.75)))3 -10.341 3.781  
## bs(disp, knots = quantile(disp, c(0.25, 0.5, 0.75)))4 -22.558 3.559  
## bs(disp, knots = quantile(disp, c(0.25, 0.5, 0.75)))5 -10.374 3.907  
## bs(disp, knots = quantile(disp, c(0.25, 0.5, 0.75)))6 -23.206 2.328  
## t value Pr(>|t|)   
## (Intercept) 20.252 < 2e-16 \*\*\*  
## bs(disp, knots = quantile(disp, c(0.25, 0.5, 0.75)))1 -0.971 0.3409   
## bs(disp, knots = quantile(disp, c(0.25, 0.5, 0.75)))2 -5.754 5.38e-06 \*\*\*  
## bs(disp, knots = quantile(disp, c(0.25, 0.5, 0.75)))3 -2.735 0.0113 \*   
## bs(disp, knots = quantile(disp, c(0.25, 0.5, 0.75)))4 -6.338 1.24e-06 \*\*\*  
## bs(disp, knots = quantile(disp, c(0.25, 0.5, 0.75)))5 -2.655 0.0136 \*   
## bs(disp, knots = quantile(disp, c(0.25, 0.5, 0.75)))6 -9.969 3.41e-10 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 2.136 on 25 degrees of freedom  
## Multiple R-squared: 0.8987, Adjusted R-squared: 0.8744   
## F-statistic: 36.97 on 6 and 25 DF, p-value: 2.986e-11

Again there is nothing magical about splines, they are basically piece-wise polynomials. We can calculate a quick-and-dirty version ourselves without too much trouble:

disp.qtl <- quantile(mtcars$disp, c(.25, .50, .75))  
all.equal(predict(lm(mpg ~ disp + I(disp^2) + I(disp^3) +  
 ifelse(disp > disp.qtl[1], (disp - disp.qtl[1])^3, 0) +  
 ifelse(disp > disp.qtl[2], (disp - disp.qtl[2])^3, 0) +  
 ifelse(disp > disp.qtl[3], (disp - disp.qtl[3])^3, 0),  
 data = mtcars)),  
 predict(mod.mpg4))

## [1] TRUE

Finally, we can construct natural cubic splines using the ns function. As with bs you can specify either df or you can specify knots directly.

What all of these transformation functions (i.e., scale, poly, bs, ns) have in common is that they take a variable as input and return a matrix where the row dimension is equal to the length of the input variable. When called inside a formula of a modeling function (e.g., lm) the generated matrix will be used in the right-hand-side of the equation.

# Your turn: Visualizing polynomial and spline regressions

1. Predict mpg from hp using a *natural spline* (ns) with df = 3.
2. Predict mpg from hp using a *natural spline* with df = 8.
3. Plot the predictions from these two models.
4. Extract the R-square values from each model.
5. (Advanced) Refit the df=3 model, adding an interaction with am. Plot the predictions, coloring by am.

# Selecting parameter values

Once we start fitting models with polynomials or splines, we will quickly realize that we need a way to choose the optimal parameters. What degree polynomial should we use? How many degrees of freedom in our basis-splines?

A simple answer is to choose a measure of model fit, test out a range of parameters, and see which one fits the best. That makes sense, but be careful not to over-fit the model. In other words, you want you model to capture generalizable patterns, and *not* to capture noise in the sample you happen to have.

## Basic cross-validation

There are several approaches to avoiding over-fitting, with cross-validation being a simple and common method. Here are the basic steps.

1. Split the data into training and test sets.
2. Choose a measure of model fit, e.g., or .
3. Fit each model to the training set.
4. Calculate the measure of model fit on the *test* set.

Here is an example using the mtcars data.

## define function to calculate R square  
rsq <- function(model, data, y) {  
 1 - (var(residuals(model, data, type = "response")) / var(data[[y]], na.rm = TRUE))  
}

Split the data into test and training sets.

id.train <- sample(1:nrow(mtcars), floor(nrow(mtcars) \* 0.75))  
mt.train <- mtcars[id.train, ]  
mt.test <- mtcars[-id.train, ]

Next, define a function to fit a model with given df and calculate R-square.

model.performance <- function(df, train, test) {  
 mod <- lm(mpg ~ bs(disp, df = df), data = train)  
 c(train.r2 = rsq(mod, train, "mpg"),  
 test.r2 = rsq(mod, test, "mpg"))  
}

Finally, fit the model with varying parameters and calculate performance for each model

dfs <- 3:6 ## parameters we want to iterate over  
  
## fit models using sapply. We could have used a for-loop instead.  
performance <- sapply(dfs, model.performance,  
 train = mt.train,  
 test = mt.test,  
 simplify = FALSE)  
  
## arrange the result in a data.frame  
performance <- as.data.frame(do.call(rbind, performance))  
performance$df <- dfs  
  
performance

## train.r2 test.r2 df  
## 1 0.8283976 0.9141711 3  
## 2 0.8285591 0.9142519 4  
## 3 0.8388587 0.9194034 5  
## 4 0.8662098 0.9330833 6

Usually it's a good idea to visualize model performance as a function of the varying parameter(s).

library(ggplot2)  
  
ggplot(performance, aes(x = df)) +  
 geom\_point(aes(y = train.r2, color = "train")) +  
 geom\_point(aes(y = test.r2, color = "test"))
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## k-fold cross-validation

There is a serious limitation to using a single test/training split to perform cross validation. Would you get the same result with a different split? Because we don't want our results to depend on the random partitioning into test and training sets, it is a good idea to use multiple splits. This leads us to k-fold cross-validation. The basic steps are:

1. Split the data into k paritions.
2. Choose a measure of model fit, e.g., or .
3. For each partition, fit the model to the data excluding that partition.
4. Calculate the measure of model fit on the excluded partition.
5. Average the k measures of model fit.

Here is an example, again using the mtcars data.

Create k=5 partitions.

k <- 5  
  
mtcars$partition <- cut(sample(1:nrow(mtcars), nrow(mtcars)), 5)

Fit the model with varying parameters and calculate performance for each model.

dfs <- 3:6 ## parameters we want to iterate over  
  
## Use a for-loop to iterate over the partitions.  
## We could have used sapply instead  
performance <- vector(mode = "list", length = k)  
names(performance) <- unique(mtcars$partition)  
for(partition in names(performance)) {  
 ## Fit models using sapply. We could have used a for-loop instead.  
 test <- mtcars$partition == partition  
 performance[[partition]] <- sapply(dfs,  
 model.performance,  
 train = mtcars[!test, ],  
 test = mtcars[test, ],  
 simplify = FALSE)  
}  
  
## arrange the result in a list of data.frames  
performance <- sapply(performance, function(x) {  
 x <- as.data.frame(do.call(rbind, x))  
 x$df <- dfs  
 x},  
 simplify = FALSE)  
  
## add partition column  
for(partition in names(performance)) {  
 performance[[partition]] <- data.frame(performance[[partition]],  
 partition = partition)  
}  
  
## reduce list of data.frames to a single data.frame  
performance <- do.call(rbind, performance)  
  
performance

## train.r2 test.r2 df partition  
## (19.6,25.8].1 0.8850892 0.8328670 3 (19.6,25.8]  
## (19.6,25.8].2 0.8851342 0.8329325 4 (19.6,25.8]  
## (19.6,25.8].3 0.8940781 0.8459410 5 (19.6,25.8]  
## (19.6,25.8].4 0.9089382 0.8675544 6 (19.6,25.8]  
## (13.4,19.6].1 0.9153262 0.5117899 3 (13.4,19.6]  
## (13.4,19.6].2 0.9168792 0.5207440 4 (13.4,19.6]  
## (13.4,19.6].3 0.9199052 0.5381913 5 (13.4,19.6]  
## (13.4,19.6].4 0.9221873 0.5513495 6 (13.4,19.6]  
## (7.2,13.4].1 0.8775962 -0.2871585 3 (7.2,13.4]  
## (7.2,13.4].2 0.8829309 -0.2310606 4 (7.2,13.4]  
## (7.2,13.4].3 0.8839077 -0.2207890 5 (7.2,13.4]  
## (7.2,13.4].4 0.8901884 -0.1547437 6 (7.2,13.4]  
## (25.8,32].1 0.8031955 0.9568812 3 (25.8,32]  
## (25.8,32].2 0.8032200 0.9568866 4 (25.8,32]  
## (25.8,32].3 0.8478942 0.9666744 5 (25.8,32]  
## (25.8,32].4 0.8663044 0.9707080 6 (25.8,32]  
## (0.969,7.2].1 0.8958756 0.8976761 3 (0.969,7.2]  
## (0.969,7.2].2 0.8965489 0.8983378 4 (0.969,7.2]  
## (0.969,7.2].3 0.9013269 0.9030331 5 (0.969,7.2]  
## (0.969,7.2].4 0.9258320 0.9271145 6 (0.969,7.2]

Usually it's a good idea to visualize model performance as a function of the varying parameter(s).

library(ggplot2)  
  
ggplot(performance, aes(x = df)) +  
 geom\_point(aes(y = train.r2, color = "train")) +  
 geom\_point(aes(y = test.r2, color = "test"))
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**Note:** the caret package is a full-featured system for training regression and classification models. The modelr package is a light-weight alternative. In this exercise we are doing the cross-validation ourselves in order to better understand how it works.

# Your turn: Use cross validation to determine the optimal degrees of freedom

*Note* You may use the convenience functions we wrote earlier, or write your own.

1. Split the mtcars data into a test and training set.
2. Iterate over df from 3-6, predicting mpg from hp using a *natural spline* (ns). For each df calculate the value in the test and training set.
3. Plot the values in the test and training set as a function of df. What is the best df setting?
4. (Advanced) Repeat steps 1-3 several times. Do you get the same answer with different train/test splits?
5. (Advanced) Use 5-fold cross-validation to select the optimal df.

# Smoothing models (loess, smooth.spline, gam)

As flexible as the *transformation* mechanism described above is, it is limited. Other approaches to modeling non-linear functions include local polynomial regression (loess) and generalized additive models (gam). Rather than using standard (generalized) linear models with transformations on the right-hand-side, these models are best fit in R using specialized functions.

Local polynomial regression works by fitting a polynomial weighted by distance from the point being predicted. The most important parameters are span and degree, which control the down-weighting of more distant points, and the degree of the polynomial, respectively.

mod.mpg5 <- loess(mpg ~ disp, data = mtcars) # default span = 0.75  
mod.mpg6 <- loess(mpg ~ disp, span = 0.25, data = mtcars) # less smooth  
mod.mpg7 <- loess(mpg ~ disp, span = 2.0, data = mtcars) # more smooth

The smooth.spline function is a bit of an oddball in that it does not have a formula interface. Instead we specify x and y arguments, along with a smoothing parameter spar.

There are two popular implementations of generalized additive models in R, the older *gam* package, and the more recent *mgcv* package. *mgcv*. We'll use *gam* because it is somewhat simpler and easier to understand.

Calls go the gam function look much like calls to lm with transformations that we saw earlier:

library(gam)

## Loading required package: foreach

## Loaded gam 1.14

mod.mpg8 <- gam(mpg ~ s(disp, spar = 0.1), data = mtcars)

Under the hood things are a bit different. The s function doesn't actually compute the smooth splines -- it just adds some attributes so that the gam function knows how to generate the model matrix. In other words the s function is *specific* to the *gam* package: lm(mpg ~ s(disp, spar = 0.1), data = mtcars) will not work.

# Your turn: Use cross validation to determine the optimal degrees of freedom

*Note* You may modify and use the convenience functions we wrote earlier, or write your own.

1. Split the mtcars data into a test and training set.
2. Iterate over spar from 0.1 -- 0.5 (in increments of 0.1), predicting mpg from hp using a *generalized additive model* (gam). For each value ofspar calculate the value in the test and training set.
3. Plot the values in the test and training set as a function of spar. What is the best spar setting?
4. (Advanced) Repeat steps 1-3 several times. Do you get the same answer with different train/test splits?
5. (Advanced) Use 5-fold cross-validation to select the optimal spar value.