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1. 针对有环图提出的两种方法：（基于Probase，一个能进行自动构建的分类系统（web））
2. 直接抽取无环的信息（无环子图）
3. 把有环的节点放在不同的level中

具体的针对对象是自动构建的KB，特别是词汇分类系统（lexical taxonomy）

常见方法：使用（查询）频率（词库很大，所以词库的幂律概率分布是一个长尾分布（follows a power-law distribution with a long tail, which implies that most relations with or without errors both have a low frequency），即在x轴上很长，但在y轴上很小（很短）的分布图，意味着不管使用频率大还是小，在分布图中的变化都不明显，即概率都非常小），使用外部知识库（缺点，一些KB中含有大量外部知识库没有的概念）

此方法被前人提出过，但存在两个问题：环是以指数级存在，多而难以枚举；不是所有的环都是错误的。

1. DAG decomposition based model（把识别错误的isA问题转化为识别有向无环子图）

定义：对于给定的有向图![](data:image/x-wmf;base64,183GmgAAAAAAAMkFNALsCQAAAAAAWQEACQAAA+kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJABRIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8ABQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICT+nSAAf50oQ9mPAQAAAAtAQAACAAAADIKYAF+BAEAAAApeQgAAAAyCmAB4AIBAAAALHkIAAAAMgpgAVoBAQAAACh5CAAAADIKYAE0AAEAAABHeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAgJP6dIAB/nShD2Y8BAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABfAMBAAAARXkIAAAAMgpgAcABAQAAAFZ5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0APKEPZjwAAAoAOACKAQAAAAAAAAAA6OUYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)，找到一个有向无环图![](data:image/x-wmf;base64,183GmgAAAAAAAJ0GVwLsCQAAAAA3WgEACQAAAxUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIABhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////ABQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICT+nSAAf509ABmtwQAAAAtAQAACAAAADIKgAE/BQEAAAApeQgAAAAyCoAB2gIBAAAALHkIAAAAMgqAAVQBAQAAACh5CAAAADIKgAE6AAEAAABEeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAgJP6dIAB/nT0AGa3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABbAQBAAAARHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICT+nSAAf509ABmtwQAAAAtAQAABAAAAPABAQAIAAAAMgqAAXYDAQAAAEV5CAAAADIKgAG6AQEAAABWeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtALf0AGa3AAAKADgAigEAAAAAAQAAAOjlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)且![](data:image/x-wmf;base64,183GmgAAAAAAAGgEVwLsCQAAAADCWAEACQAAAwUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIABBIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICT+nSAAf50/BRm2QQAAAAtAQAACAAAADIKgAFNAwEAAAApeQgAAAAyCoABBgEBAAAAKHkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICT+nSAAf50/BRm2QQAAAAtAQEABAAAAPABAAAIAAAAMgrgAZICAQAAAFJ5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGACAk/p0gAH+dPwUZtkEAAAALQEAAAQAAADwAQEACAAAADIKgAGcAQEAAABFeQgAAAAyCoABOgABAAAAcXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDZ/BRm2QAACgA4AIoBAAAAAAEAAADo5RgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)为最小值，![](data:image/x-wmf;base64,183GmgAAAAAAAFcCVwLsCQAAAAD9XgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICT+nSAAf50txNmkgQAAAAtAQAACAAAADIK4AE/AQEAAABSeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAgJP6dIAB/nS3E2aSBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABOgABAAAARXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCStxNmkgAACgA4AIoBAAAAAAAAAADo5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)为剩余子图，即![](data:image/x-wmf;base64,183GmgAAAAAAAEQIVwLsCQAAAADuVAEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAKABxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ABwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A7PQYAICT+nSAAf50YRFmKwQAAAAtAQAACAAAADIK4AGGBgEAAABEeQgAAAAyCuABRQEBAAAAUnkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A7PQYAICT+nSAAf50YRFmKwQAAAAtAQEABAAAAPABAAAIAAAAMgqAAZAFAQAAAEV5CAAAADIKgAGMAwEAAABFeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDs9BgAgJP6dIAB/nRhEWYrBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoAB0AQBAAAAXHkIAAAAMgqAAToAAQAAAEV5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHTqFQoSYBwzAOz0GACAk/p0gAH+dGERZisEAAAALQEBAAQAAADwAQAACAAAADIKgAFUAgEAAAA9eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtACthEWYrAAAKADgAigEAAAAAAAAAANj2GAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)![](data:image/x-wmf;base64,183GmgAAAAAAAGgEVwLsCQAAAADCWAEACQAAAwUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIABBIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A7PQYAICT+nSAAf50cBRmZAQAAAAtAQAACAAAADIKgAFHAwEAAAApeQgAAAAyCoABAAEBAAAAKHkIAAAAMgqAATQAAQAAAHF5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAOz0GACAk/p0gAH+dHAUZmQEAAAALQEBAAQAAADwAQAACAAAADIK4AGMAgEAAABSeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDs9BgAgJP6dIAB/nRwFGZkBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABlgEBAAAARXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBkcBRmZAAACgA4AIoBAAAAAAEAAADY9hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

MFAS model及其算法：

定义：给定一个边带权重![](data:image/x-wmf;base64,183GmgAAAAAAAHEDNALsCQAAAAC4XwEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gAgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICT+nSAAf50chFmnQQAAAAtAQAACAAAADIKYAFuAgEAAAApeQgAAAAyCmABPAEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICT+nSAAf50chFmnQQAAAAtAQEABAAAAPABAAAIAAAAMgpgAcABAQAAAGV5CAAAADIKYAFAAAEAAAB3eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAJ1yEWadAAAKADgAigEAAAAAAAAAAOjlGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)的有向图![](data:image/x-wmf;base64,183GmgAAAAAAAMkFNALsCQAAAAAAWQEACQAAA+kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJABRIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8ABQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICT+nSAAf50oQ9mPAQAAAAtAQAACAAAADIKYAF+BAEAAAApeQgAAAAyCmAB4AIBAAAALHkIAAAAMgpgAVoBAQAAACh5CAAAADIKYAE0AAEAAABHeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAgJP6dIAB/nShD2Y8BAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABfAMBAAAARXkIAAAAMgpgAcABAQAAAFZ5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0APKEPZjwAAAoAOACKAQAAAAAAAAAA6OUYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)，找到一个子图![](data:image/x-wmf;base64,183GmgAAAAAAAFcCVwLsCQAAAAD9XgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICT+nSAAf50oQ9mqwQAAAAtAQAACAAAADIK4AE/AQEAAABSeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAgJP6dIAB/nShD2arBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABOgABAAAARXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCroQ9mqwAACgA4AIoBAAAAAAAAAADo5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)满足：1）![](data:image/x-wmf;base64,183GmgAAAAAAAK4IVwLsCQAAAAAEVAEACQAAAyUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIALgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gBwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICT+nSAAf50bhBm1AQAAAAtAQAACAAAADIKgAErBwEAAAApeQgAAAAyCoABugQBAAAAXHkIAAAAMgqAAdoCAQAAACx5CAAAADIKgAFUAQEAAAAoeQgAAAAyCoABOgABAAAARHkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICT+nSAAf50bhBm1AQAAAAtAQEABAAAAPABAAAIAAAAMgrgAXAGAQAAAFJ5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGACAk/p0gAH+dG4QZtQEAAAALQEAAAQAAADwAQEACAAAADIKgAF6BQEAAABFeQgAAAAyCoABdgMBAAAARXkIAAAAMgqAAboBAQAAAFZ5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A1G4QZtQAAAoAOACKAQAAAAABAAAA6OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)是有向无环图，且![](data:image/x-wmf;base64,183GmgAAAAAAAHAL/wPsCQAAAAByVgEACQAAA+UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoANgChIAAAAmBg8AGgD/////AAAQAAAAwP///67///8gCgAATgMAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdGIRCoOgCy0A/OMYAICT+nSAAf50iw9m2QQAAAAtAQAACAAAADIK+QGNBQEAAADleRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB0XA4KrcALLQD84xgAgJP6dIAB/nSLD2bZBAAAAC0BAQAEAAAA8AEAAAgAAAAyCg8DpwUBAAAAznkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdGIRCoSgCy0A/OMYAICT+nSAAf50iw9m2QQAAAAtAQAABAAAAPABAQAIAAAAMgqgASUEAQAAAD15HAAAAPsCYP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGACAk/p0gAH+dIsPZtkEAAAALQEBAAQAAADwAQAACAAAADIKRwPSBgEAAABSeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAgJP6dIAB/nSLD2bZBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABjwkBAAAAKXkIAAAAMgqgAV0IAQAAACh5CAAAADIKoAFNAwEAAAApeQgAAAAyCqABBgEBAAAAKHkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICT+nSAAf50iw9m2QQAAAAtAQEABAAAAPABAAAIAAAAMgoPA0MGAQAAAEV5CAAAADIKDwNQBQEAAABleQgAAAAyCgACkgIBAAAAUnkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICT+nSAAf50iw9m2QQAAAAtAQAABAAAAPABAQAIAAAAMgqgAeEIAQAAAGV5CAAAADIKoAFhBwEAAAB3eQgAAAAyCqABnAEBAAAARXkIAAAAMgqgAToAAQAAAHF5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A2YsPZtkAAAoAOACKAQAAAAABAAAA6OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)为最小值。

算法流程：1）贪心算法——对于一个cycle，每次去掉weight最小的边，直到cycle变成acyclic

1. 对被移除的边按weight降序排列，并逐个逐个放回图中，如果不产生cycle则放回，否则，继续移除，时间复杂度为![](data:image/x-wmf;base64,183GmgAAAAAAAPYENALsCQAAAAA/WAEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKABBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9ABAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICT+nSAAf50WRRmLQQAAAAtAQAACAAAADIKYAGyAwEAAAApeQgAAAAyCmABTgEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICT+nSAAf50WRRmLQQAAAAtAQEABAAAAPABAAAIAAAAMgpgAdgBAgAAAG5tCAAAADIKYAEuAAEAAABPbQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAC1ZFGYtAAAKADgAigEAAAAAAAAAAOjlGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)。具体步骤如下：

Basic metric：利用isA在XXX的frequency构建基础标准（边的置信度规则），![](data:image/x-wmf;base64,183GmgAAAAAAAGgEngLsCQAAAAALWAEACQAAAwUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIABBIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAwAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICT+nSAAf50HxVmYAQAAAAtAQAACAAAADIKgAEvAwEAAAApeQgAAAAyCoAB/QEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICT+nSAAf50HxVmYAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAYECAQAAAGV5CAAAADIKgAFAAAEAAAB3eRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAgJP6dIAB/nQfFWZgBAAAAC0BAAAEAAAA8AEBAAgAAAAyCuABXgEBAAAAZnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBgHxVmYAAACgA4AIoBAAAAAAEAAADo5RgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)表示边的frequency，显然，frequency越高，边代表的isA关系的置信度越高。文中分别在frequency为1、（2,10）、（11,100）、（100，+∞）的四个范围内任取isA50个样本，并人工判断其正确性，分别为78%、86%、94%、100%。basic metric的缺点是对低频的边（low frequency）的判别性较差，即如果一条边的frequency很低，则只有一小部分是错误的（即低频中还有很多错误的isA关系无法找到）。

Improved metric：对于数据驱动的分类系统，有个显著的特点——abstract concepts总是有较多的下位词，而specific concepts or entities的下位词较少，甚至没有，从而提出，使用“下位词的数量”作为metric。计算如下：![](data:image/x-wmf;base64,183GmgAAAAAAAAAYIAQACQAAAAAxQgEACQAAA8sBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAQAGBIAAAAmBg8AGgD/////AAAQAAAAwP///77////AFwAA3gMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIgAtwRBQAAABMCIAIsFxwAAAD7AoD+AAAAAAAAkAEAAACGBAIAAMvOzOUAAWN3AwoKj3AglwAU8RgAgJNfd4ABY3cGJWYtBAAAAC0BAQAIAAAAMgqAAj4XAQAAACl5CAAAADIKrgOgFgEAAAApeQgAAAAyCq4DxhQBAAAAKHkIAAAAMgqMAY4WAQAAACl5CAAAADIKjAHYFAEAAAAoeQgAAAAyCoACMQ8BAAAAMXkJAAAAMgqAAk8MBAAAAGxvZygIAAAAMgqAAqQJAQAAAClvCAAAADIKgAJ8BwEAAABfbwgAAAAyCoACpQMBAAAAX28IAAAAMgqAAl8BAQAAAChvHAAAAPsCgP4AAAAAAACQAQEAAIYEAgAAy87M5QABY3ehCgqaUCCXABTxGACAk193gAFjdwYlZi0EAAAALQECAAQAAADwAQEACAAAADIKrgOAFQEAAABYbwkAAAAyCq4D6hEEAAAAaHlwbwgAAAAyCowBaBUBAAAAWXkJAAAAMgqMAfwRBAAAAGh5cG8IAAAAMgqAAn4IAQAAAFl5CQAAADIKgAK5BAMAAABpc0FvCAAAADIKgAIZAgEAAABYcwgAAAAyCoACLgABAAAAUHMcAAAA+wIg/wAAAAAAAJABAQAAhgQCAADLzszlAAFjdwMKCpBwIJcAFPEYAICTX3eAAWN3BiVmLQQAAAAtAQEABAAAAPABAgAIAAAAMgrgAvEAAQAAAGhzHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHehCgqbUCCXABTxGACAk193gAFjdwYlZi0EAAAALQECAAQAAADwAQEACAAAADIKgAJoEAEAAAArcwgAAAAyCoAC3AoBAAAAPXMKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAtBiVmLQAACgA4AIoBAAAAAAEAAAAs8xgABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==)，也就是X和Y的下位词的数量差距越大，边的isA的置信度越高。Improved metric是作为一个辅助，用于在frequency一样的情况下，判断isA关系。所以综上，总的置信度为：![](data:image/x-wmf;base64,183GmgAAAAAAAL4OngLsCQAAAADdUgEACQAAA4kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJgDRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gDQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICT+nSAAf50Pw9mTQQAAAAtAQAACAAAADIKgAGoDAEAAAApeQgAAAAyCoABdgsBAAAAKHkIAAAAMgqAAWcIAQAAACl5CAAAADIKgAE1BwEAAAAoeQgAAAAyCoABbgMBAAAAKXkIAAAAMgqAATwCAQAAACh5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGACAk/p0gAH+dD8PZk0EAAAALQEBAAQAAADwAQAACAAAADIKgAH6CwEAAABleQgAAAAyCoABIwoBAAAAUHkIAAAAMgqAAbkHAQAAAGV5CAAAADIKgAF4BQEAAAB3eQgAAAAyCoABwAIBAAAAZXkIAAAAMgqAAUAAAQAAAHd5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGACAk/p0gAH+dD8PZk0EAAAALQEAAAQAAADwAQEACAAAADIK4AHXCgEAAABoeQgAAAAyCuABlgYBAAAAZnkIAAAAMgrgAV4BAgAAAGZoHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHTeEAozYItdAPzjGACAk/p0gAH+dD8PZk0EAAAALQEBAAQAAADwAQAACAAAADIKgAEPCQEAAAC0aAgAAAAyCoABRgQBAAAAPWgKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBNPw9mTQAACgA4AIoBAAAAAAAAAADo5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

1. Level assignment based model（转化成聚类问题）

思想：根据低level指向高level，得到图的有向无环子图，则剩下的子图可认为是可能的错误isA关系集合，所以将问题转化为求图中结点的level，即找到一个level assignment function使得最优，且![](data:image/x-wmf;base64,183GmgAAAAAAAGgEVwLsCQAAAADCWAEACQAAAwUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIABBIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A7PQYAICT+nSAAf50cBRmZAQAAAAtAQAACAAAADIKgAFHAwEAAAApeQgAAAAyCoABAAEBAAAAKHkIAAAAMgqAATQAAQAAAHF5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAOz0GACAk/p0gAH+dHAUZmQEAAAALQEBAAQAAADwAQAACAAAADIK4AGMAgEAAABSeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDs9BgAgJP6dIAB/nRwFGZkBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABlgEBAAAARXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBkcBRmZAAACgA4AIoBAAAAAAEAAADY9hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)最小，，则为最可能的错误isA关系集合。

Level assignment

定义：a function , mapping from V to N, which is a non-negative integer representing the level of v.

Subgraph implied by Level assignment

定义：对于定义在LA的有向图（即），子图

Baseline model:改良版拓扑排序，即每次移除入度最小的结点而非入度为0的结点

Penalty metric（惩罚规则）：1）错误的程度越高，惩罚度越高（1，即level差值越大，则错误程度越高，“+1”是表示在同一level时也需要惩罚）；2）在错误的前提下，边的可信度越高，惩罚度越高（可信度可以根据某一具体指标，如权重weight），综上，惩罚值为：

Agony model :（常用于有向图的分层）

详述：在baseline model的基础上，增加了weight和Penalty metric，即结点带level，边带权重和惩罚值。将问题升级为 ，即找到一个LA方案，使得的惩罚值之和最小（当惩罚值之和最小时，去掉是边最少，得到的最优。可转化为，因为时，isA关系是正确的。

1. 3
2. 3
3. 3
4. 3
5. 3
6. 3
7. 好词：

Machine-generated-----automatically constructed

Precise-----precision-----accuracy-----machine intelligence-----quality

Prohibitive（禁止，不提倡）

Trustworthiness（可信度）