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1. **Introduction and Motivation**

The style transfer is a very popular problem in recent year. However, the speed and performance are important issues that should be conquered. We purpose the parallel structure toward this task, and speed up the procedure of transforming. The network will split the video as two parts, and use two GPU to transform the style to the content image in parallelism.

1. **Related work**

About the question of the artificial style transfer, Gatys et al. [1] adopt the deep neural network to achieve the great performance, and it’s the first implementation to use convolution network to complete the task. However, the speed is the bottleneck. Ulyanov el al. [2] raised another creative idea which called instance normalization to accelerate the whole transforming process. Moreover, the instance normalization can also reduce the correlation between batch training images.

It’s another critical problem to design the appropriate loss function. In the previous work [1], the authors usually used pixel-to-pixel error to compute the loss. However, this method of loss computing didn’t consider the spatial variance. For example, if the result which is generated by deep network shifts a little toward the structure of origin image, the value of loss computation becomes very large which isn’t reasonable. To solve the correlative problem, Johnson et al. [3] purposed the combination of perceptual loss with usual forward network. The network would use feature map in higher-level to compute the loss value rather than using output of the network directly, and the designment can make the network preserve the capability which dealing with the situation of spatial difference.

In this work, how to transfer the style to the content image with more high speed is the problem we should consider. We purpose the implementation that uses parallel mechanism to accelerate this procedure.
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