# Logistic Regression Assignment

## BAN502 Predictive Analytics

### Susan Wiggins

Libraries for this Project:

library(tidyverse)

## -- Attaching packages ------------------------------------------- tidyverse 1.2.1 --

## v ggplot2 3.1.1 v purrr 0.3.2  
## v tibble 2.1.1 v dplyr 0.8.1  
## v tidyr 0.8.3 v stringr 1.4.0  
## v readr 1.3.1 v forcats 0.4.0

## -- Conflicts ---------------------------------------------- tidyverse\_conflicts() --  
## x dplyr::filter() masks stats::filter()  
## x dplyr::lag() masks stats::lag()

library(MASS)

##   
## Attaching package: 'MASS'

## The following object is masked from 'package:dplyr':  
##   
## select

library(leaps)  
library(caret)

## Loading required package: lattice

##   
## Attaching package: 'caret'

## The following object is masked from 'package:purrr':  
##   
## lift

library(e1071) #often needed for various statistical tasks  
library(ROCR) #for threshold selction

## Loading required package: gplots

##   
## Attaching package: 'gplots'

## The following object is masked from 'package:stats':  
##   
## lowess

library(readr)  
parole <- read\_csv("parole.csv")

## Parsed with column specification:  
## cols(  
## male = col\_double(),  
## race = col\_double(),  
## age = col\_double(),  
## state = col\_double(),  
## time.served = col\_double(),  
## max.sentence = col\_double(),  
## multiple.offenses = col\_double(),  
## crime = col\_double(),  
## violator = col\_double()  
## )

View(parole)

Code to convert Parole data:

parole = parole %>% mutate(male = as\_factor(as.character(male)))%>%   
mutate(male = fct\_recode(male, "male" = "1", "female" = "0"))  
  
glimpse(parole)

## Observations: 675  
## Variables: 9  
## $ male <fct> male, female, male, male, male, male, male, ...  
## $ race <dbl> 1, 1, 2, 1, 2, 2, 1, 1, 1, 2, 2, 1, 1, 1, 1,...  
## $ age <dbl> 33.2, 39.7, 29.5, 22.4, 21.6, 46.7, 31.0, 24...  
## $ state <dbl> 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,...  
## $ time.served <dbl> 5.5, 5.4, 5.6, 5.7, 5.4, 6.0, 6.0, 4.8, 4.5,...  
## $ max.sentence <dbl> 18, 12, 12, 18, 12, 18, 18, 12, 13, 12, 12, ...  
## $ multiple.offenses <dbl> 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0,...  
## $ crime <dbl> 4, 3, 3, 1, 1, 4, 3, 1, 3, 2, 1, 1, 3, 3, 3,...  
## $ violator <dbl> 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,...

parole = parole %>% mutate(race = as\_factor(as.character(race)))%>%   
mutate(race = fct\_recode(race, "white" = "1", "otherwise" = "2"))  
  
glimpse(parole)

## Observations: 675  
## Variables: 9  
## $ male <fct> male, female, male, male, male, male, male, ...  
## $ race <fct> white, white, otherwise, white, otherwise, o...  
## $ age <dbl> 33.2, 39.7, 29.5, 22.4, 21.6, 46.7, 31.0, 24...  
## $ state <dbl> 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,...  
## $ time.served <dbl> 5.5, 5.4, 5.6, 5.7, 5.4, 6.0, 6.0, 4.8, 4.5,...  
## $ max.sentence <dbl> 18, 12, 12, 18, 12, 18, 18, 12, 13, 12, 12, ...  
## $ multiple.offenses <dbl> 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0,...  
## $ crime <dbl> 4, 3, 3, 1, 1, 4, 3, 1, 3, 2, 1, 1, 3, 3, 3,...  
## $ violator <dbl> 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,...

parole = parole %>% mutate(state = as\_factor(as.character(state)))%>%   
mutate(state = fct\_recode(state, "Kentucky" = "2", "Louisiana" = "3", "Virginia" = "4", "other state" = "1"))  
  
glimpse(parole)

## Observations: 675  
## Variables: 9  
## $ male <fct> male, female, male, male, male, male, male, ...  
## $ race <fct> white, white, otherwise, white, otherwise, o...  
## $ age <dbl> 33.2, 39.7, 29.5, 22.4, 21.6, 46.7, 31.0, 24...  
## $ state <fct> other state, other state, other state, other...  
## $ time.served <dbl> 5.5, 5.4, 5.6, 5.7, 5.4, 6.0, 6.0, 4.8, 4.5,...  
## $ max.sentence <dbl> 18, 12, 12, 18, 12, 18, 18, 12, 13, 12, 12, ...  
## $ multiple.offenses <dbl> 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0,...  
## $ crime <dbl> 4, 3, 3, 1, 1, 4, 3, 1, 3, 2, 1, 1, 3, 3, 3,...  
## $ violator <dbl> 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,...

parole = parole %>% mutate(crime = as\_factor(as.character(crime)))%>%   
mutate(crime = fct\_recode(crime, "larceny" = "2", "drug-related crime" = "3", "driving-related crime" = "4", "other crime" = "1"))  
  
glimpse(parole)

## Observations: 675  
## Variables: 9  
## $ male <fct> male, female, male, male, male, male, male, ...  
## $ race <fct> white, white, otherwise, white, otherwise, o...  
## $ age <dbl> 33.2, 39.7, 29.5, 22.4, 21.6, 46.7, 31.0, 24...  
## $ state <fct> other state, other state, other state, other...  
## $ time.served <dbl> 5.5, 5.4, 5.6, 5.7, 5.4, 6.0, 6.0, 4.8, 4.5,...  
## $ max.sentence <dbl> 18, 12, 12, 18, 12, 18, 18, 12, 13, 12, 12, ...  
## $ multiple.offenses <dbl> 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0,...  
## $ crime <fct> driving-related crime, drug-related crime, d...  
## $ violator <dbl> 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,...

parole = parole %>% mutate(violator = as\_factor(as.character(violator)))%>%   
mutate(violator = fct\_recode(violator, "violated parole" = "1", "No violation parole" = "0"))  
  
glimpse(parole)

## Observations: 675  
## Variables: 9  
## $ male <fct> male, female, male, male, male, male, male, ...  
## $ race <fct> white, white, otherwise, white, otherwise, o...  
## $ age <dbl> 33.2, 39.7, 29.5, 22.4, 21.6, 46.7, 31.0, 24...  
## $ state <fct> other state, other state, other state, other...  
## $ time.served <dbl> 5.5, 5.4, 5.6, 5.7, 5.4, 6.0, 6.0, 4.8, 4.5,...  
## $ max.sentence <dbl> 18, 12, 12, 18, 12, 18, 18, 12, 13, 12, 12, ...  
## $ multiple.offenses <dbl> 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0,...  
## $ crime <fct> driving-related crime, drug-related crime, d...  
## $ violator <fct> No violation parole, No violation parole, No...

parole = parole %>% mutate(multiple.offenses = as\_factor(as.character(multiple.offenses)))%>%   
mutate(multiple.offenses = fct\_recode(multiple.offenses, "Multiple Offenses" = "1", "Otherwise" = "0"))  
  
  
glimpse(parole)

## Observations: 675  
## Variables: 9  
## $ male <fct> male, female, male, male, male, male, male, ...  
## $ race <fct> white, white, otherwise, white, otherwise, o...  
## $ age <dbl> 33.2, 39.7, 29.5, 22.4, 21.6, 46.7, 31.0, 24...  
## $ state <fct> other state, other state, other state, other...  
## $ time.served <dbl> 5.5, 5.4, 5.6, 5.7, 5.4, 6.0, 6.0, 4.8, 4.5,...  
## $ max.sentence <dbl> 18, 12, 12, 18, 12, 18, 18, 12, 13, 12, 12, ...  
## $ multiple.offenses <fct> Otherwise, Otherwise, Otherwise, Otherwise, ...  
## $ crime <fct> driving-related crime, drug-related crime, d...  
## $ violator <fct> No violation parole, No violation parole, No...

### Task 1

Split the data into training and testing sets.

set.seed(12345)  
train.rows = createDataPartition(y = parole$violator, p=0.7, list = FALSE) #70% in training  
train = parole[train.rows,]   
test = parole[-train.rows,]  
  
  
y <- train[,9]  
y\_test <- test[,9]

### Task 2

In this task, use appropriate data visualizations and/or tables to identify which variables in the training set appear to be most predictive of the response variable “violator”. Provide a brief explanation of your thought process.

Variable Gender:

ggplot(parole, aes(x=male, fill = violator)) + geom\_bar() + theme\_bw()
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t1 = table(parole$violator, parole$male) #create a table object  
prop.table(t1, margin = 2 ) #crosstab with proportions

##   
## male female  
## No violation parole 0.8825688 0.8923077  
## violated parole 0.1174312 0.1076923

variable race:

ggplot(parole, aes(x=race, fill = violator)) + geom\_bar() + theme\_bw()
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Tabular data for race:

t2 = table(parole$violator, parole$race) #create a table object  
prop.table(t2, margin = 2 ) #crosstab with proportions

##   
## white otherwise  
## No violation parole 0.90488432 0.85664336  
## violated parole 0.09511568 0.14335664

variable state:

ggplot(parole, aes(x=state, fill = violator)) + geom\_bar() + theme\_bw()
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Tabular data for state:

t3 = table(parole$violator, parole$state) #create a table object  
prop.table(t3, margin = 2 ) #crosstab with proportions

##   
## other state Kentucky Louisiana Virginia  
## No violation parole 0.86013986 0.88333333 0.54878049 0.97878788  
## violated parole 0.13986014 0.11666667 0.45121951 0.02121212

variable crime:

ggplot(parole, aes(x=crime, fill = violator)) + geom\_bar() + theme\_bw()
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Tabular data for crime:

t4 = table(parole$violator, parole$crime) #create a table object  
prop.table(t4, margin = 2 ) #crosstab with proportions

##   
## driving-related crime drug-related crime other crime  
## No violation parole 0.93069307 0.87581699 0.87619048  
## violated parole 0.06930693 0.12418301 0.12380952  
##   
## larceny  
## No violation parole 0.87735849  
## violated parole 0.12264151

variable multiple Offenses:

ggplot(parole, aes(x=multiple.offenses, fill = violator)) + geom\_bar() + theme\_bw()

![](data:image/png;base64,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)

Tabular data for multiple Offenses:

t5 = table(parole$violator, parole$multiple.offenses) #create a table object  
prop.table(t5, margin = 2 ) #crosstab with proportions

##   
## Otherwise Multiple Offenses  
## No violation parole 0.9201278 0.8535912  
## violated parole 0.0798722 0.1464088

### Task 2 (Continued)

Provide a brief explanation of your thought process.

Gender tends to have a significance by visualization aspects and also looking towards the tabular data generated in the analysis. There are more males who violate their parole than females; however, the tabular data show only a difference of .0097389.

Race tends to have a slightly higher level in parole violators for the other categorical listed as “otherwise”. An increase in 4.824 % for violators for otherwise. Visually the data dosn’t indicate significance in value.

State looks that it does indicate that it has significance on the violation of parole, the people in Louisiana tend to violate parole more than the other states at 45.12 % and other states is next at percentage rate of 13.98 %. Virginia has the least people who violate their parole.

Crime looks as though the people with driving related crimes are less likely to violate their parole than the other offenses. Drug-related crime is the most likely to violate their parole.

Mutiple Offenses tends to have a greater significane also with people skipping out on their parole due to having many offenses. Mutiple offenses skip out on parole at 14% and otherwise less offenses is around 7.9 %.

### Task 3

Identify the variable from Task 2 that appears to you to be most predictive of “violator”.

When looking at the comparison of the most predictive of violator, I thought that the variable mutiple offenses was the mos significant of variables towards violation of parole followed by what state the criminal offender was in next.

model1 = glm(violator ~ multiple.offenses, parole, family = "binomial")  
summary(model1)

##   
## Call:  
## glm(formula = violator ~ multiple.offenses, family = "binomial",   
## data = parole)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -0.5627 -0.5627 -0.4080 -0.4080 2.2483   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)  
## (Intercept) -2.4441 0.2085 -11.722 < 2e-16  
## multiple.offensesMultiple Offenses 0.6810 0.2561 2.659 0.00783  
##   
## (Intercept) \*\*\*  
## multiple.offensesMultiple Offenses \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 483.27 on 674 degrees of freedom  
## Residual deviance: 475.81 on 673 degrees of freedom  
## AIC: 479.81  
##   
## Number of Fisher Scoring iterations: 5

### Task 3 (Continued)

Comment on the quality of the model.

Multiple Offenses does show significant value the p value is less than .05 at a value of .00783.The AIC also is significantly low at 479.81. We must look for changes in a decrease in AIC for an indication of the degree of how good the model is in this instance. The negative value also lets us know that less likely for the person to be a parole violator of -2.44.

model2 = glm(violator ~ multiple.offenses + state, parole, family = "binomial")  
summary(model2)

##   
## Call:  
## glm(formula = violator ~ multiple.offenses + state, family = "binomial",   
## data = parole)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.2897 -0.4398 -0.2282 -0.2282 2.7061   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)  
## (Intercept) -2.3949 0.2955 -8.104 5.34e-16  
## multiple.offensesMultiple Offenses 1.5257 0.3166 4.819 1.44e-06  
## stateKentucky 0.1075 0.3927 0.274 0.78429  
## stateLouisiana 1.1295 0.3521 3.208 0.00134  
## stateVirginia -2.7662 0.4783 -5.784 7.32e-09  
##   
## (Intercept) \*\*\*  
## multiple.offensesMultiple Offenses \*\*\*  
## stateKentucky   
## stateLouisiana \*\*   
## stateVirginia \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 483.27 on 674 degrees of freedom  
## Residual deviance: 358.69 on 670 degrees of freedom  
## AIC: 368.69  
##   
## Number of Fisher Scoring iterations: 6

### Task 4

Using forward stepwise, backward stepwise, or by manually building a model, create the best model you can to predict “violator”.

allmod = glm(violator ~ male + race + state + crime + multiple.offenses, parole, family = "binomial")   
summary(allmod)

##   
## Call:  
## glm(formula = violator ~ male + race + state + crime + multiple.offenses,   
## family = "binomial", data = parole)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.5968 -0.3974 -0.2598 -0.1570 2.9083   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)  
## (Intercept) -2.49884 0.46790 -5.341 9.27e-08  
## malefemale -0.32572 0.36762 -0.886 0.3756  
## raceotherwise 0.76012 0.32104 2.368 0.0179  
## stateKentucky 0.13671 0.41244 0.331 0.7403  
## stateLouisiana 0.73326 0.39741 1.845 0.0650  
## stateVirginia -3.22589 0.52179 -6.182 6.32e-10  
## crimedrug-related crime -0.17562 0.53301 -0.329 0.7418  
## crimeother crime 0.08241 0.47660 0.173 0.8627  
## crimelarceny 0.44252 0.57345 0.772 0.4403  
## multiple.offensesMultiple Offenses 1.51015 0.32166 4.695 2.67e-06  
##   
## (Intercept) \*\*\*  
## malefemale   
## raceotherwise \*   
## stateKentucky   
## stateLouisiana .   
## stateVirginia \*\*\*  
## crimedrug-related crime   
## crimeother crime   
## crimelarceny   
## multiple.offensesMultiple Offenses \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 483.27 on 674 degrees of freedom  
## Residual deviance: 351.00 on 665 degrees of freedom  
## AIC: 371  
##   
## Number of Fisher Scoring iterations: 6

emptymod = glm(violator ~1, parole, family = "binomial") #use ~1 to build an empty model   
summary(emptymod)

##   
## Call:  
## glm(formula = violator ~ 1, family = "binomial", data = parole)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -0.4956 -0.4956 -0.4956 -0.4956 2.0775   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -2.0352 0.1204 -16.9 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 483.27 on 674 degrees of freedom  
## Residual deviance: 483.27 on 674 degrees of freedom  
## AIC: 485.27  
##   
## Number of Fisher Scoring iterations: 4

Backward Stepwise:

#backward  
backmod = stepAIC(allmod, direction = "backward", trace = TRUE)

## Start: AIC=371  
## violator ~ male + race + state + crime + multiple.offenses  
##   
## Df Deviance AIC  
## - crime 3 352.71 366.71  
## - male 1 351.81 369.81  
## <none> 351.00 371.00  
## - race 1 356.55 374.55  
## - multiple.offenses 1 374.04 392.04  
## - state 3 469.86 483.86  
##   
## Step: AIC=366.71  
## violator ~ male + race + state + multiple.offenses  
##   
## Df Deviance AIC  
## - male 1 353.26 365.26  
## <none> 352.71 366.71  
## - race 1 358.04 370.04  
## - multiple.offenses 1 376.16 388.16  
## - state 3 473.67 481.67  
##   
## Step: AIC=365.26  
## violator ~ race + state + multiple.offenses  
##   
## Df Deviance AIC  
## <none> 353.26 365.26  
## - race 1 358.69 368.69  
## - multiple.offenses 1 376.71 386.71  
## - state 3 473.73 479.73

summary(backmod)

##   
## Call:  
## glm(formula = violator ~ race + state + multiple.offenses, family = "binomial",   
## data = parole)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.4012 -0.4051 -0.2604 -0.1801 2.8739   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)  
## (Intercept) -2.50359 0.30055 -8.330 < 2e-16  
## raceotherwise 0.74594 0.31828 2.344 0.0191  
## stateKentucky 0.04449 0.39449 0.113 0.9102  
## stateLouisiana 0.75016 0.39147 1.916 0.0553  
## stateVirginia -3.12945 0.51147 -6.119 9.44e-10  
## multiple.offensesMultiple Offenses 1.51964 0.32027 4.745 2.09e-06  
##   
## (Intercept) \*\*\*  
## raceotherwise \*   
## stateKentucky   
## stateLouisiana .   
## stateVirginia \*\*\*  
## multiple.offensesMultiple Offenses \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 483.27 on 674 degrees of freedom  
## Residual deviance: 353.26 on 669 degrees of freedom  
## AIC: 365.26  
##   
## Number of Fisher Scoring iterations: 6

Forward Stepwise:

#forward  
forwardmod = stepAIC(emptymod, direction = "forward", scope=list(upper=allmod,lower=emptymod),  
 trace = TRUE)

## Start: AIC=485.27  
## violator ~ 1  
##   
## Df Deviance AIC  
## + state 3 382.89 390.89  
## + multiple.offenses 1 475.81 479.81  
## + race 1 479.56 483.56  
## <none> 483.27 485.27  
## + male 1 483.17 487.17  
## + crime 3 480.48 488.48  
##   
## Step: AIC=390.89  
## violator ~ state  
##   
## Df Deviance AIC  
## + multiple.offenses 1 358.69 368.69  
## + race 1 376.71 386.71  
## <none> 382.89 390.89  
## + male 1 382.16 392.16  
## + crime 3 380.87 394.87  
##   
## Step: AIC=368.69  
## violator ~ state + multiple.offenses  
##   
## Df Deviance AIC  
## + race 1 353.26 365.26  
## <none> 358.69 368.69  
## + male 1 358.04 370.04  
## + crime 3 357.47 373.47  
##   
## Step: AIC=365.26  
## violator ~ state + multiple.offenses + race  
##   
## Df Deviance AIC  
## <none> 353.26 365.26  
## + male 1 352.71 366.71  
## + crime 3 351.81 369.81

summary(forwardmod)

##   
## Call:  
## glm(formula = violator ~ state + multiple.offenses + race, family = "binomial",   
## data = parole)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.4012 -0.4051 -0.2604 -0.1801 2.8739   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)  
## (Intercept) -2.50359 0.30055 -8.330 < 2e-16  
## stateKentucky 0.04449 0.39449 0.113 0.9102  
## stateLouisiana 0.75016 0.39147 1.916 0.0553  
## stateVirginia -3.12945 0.51147 -6.119 9.44e-10  
## multiple.offensesMultiple Offenses 1.51964 0.32027 4.745 2.09e-06  
## raceotherwise 0.74594 0.31828 2.344 0.0191  
##   
## (Intercept) \*\*\*  
## stateKentucky   
## stateLouisiana .   
## stateVirginia \*\*\*  
## multiple.offensesMultiple Offenses \*\*\*  
## raceotherwise \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 483.27 on 674 degrees of freedom  
## Residual deviance: 353.26 on 669 degrees of freedom  
## AIC: 365.26  
##   
## Number of Fisher Scoring iterations: 6

The models for forward and backward stepwise regression are the same. The AIC value is listed at the same value. The forward and backward stepwise regression models displayed a better AIC value than the previous model that I built manually with the variables of mutiple.offenses and state towards response variable of violator. The forward regression shows that state Kentucky is not significant and state Louisiana, whereas, state Virginia, mutiple offenses, and race otherwise were significant due to p-value. The backward regression shows the same significance in these variables due to p-value.

### Task 5

Create a logistic regression model using the training set to predict “violator” using the variables: state, multiple offenses, and race.

model3 = glm(violator ~ multiple.offenses + state + race, parole, family = "binomial")  
summary(model3)

##   
## Call:  
## glm(formula = violator ~ multiple.offenses + state + race, family = "binomial",   
## data = parole)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.4012 -0.4051 -0.2604 -0.1801 2.8739   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)  
## (Intercept) -2.50359 0.30055 -8.330 < 2e-16  
## multiple.offensesMultiple Offenses 1.51964 0.32027 4.745 2.09e-06  
## stateKentucky 0.04449 0.39449 0.113 0.9102  
## stateLouisiana 0.75016 0.39147 1.916 0.0553  
## stateVirginia -3.12945 0.51147 -6.119 9.44e-10  
## raceotherwise 0.74594 0.31828 2.344 0.0191  
##   
## (Intercept) \*\*\*  
## multiple.offensesMultiple Offenses \*\*\*  
## stateKentucky   
## stateLouisiana .   
## stateVirginia \*\*\*  
## raceotherwise \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 483.27 on 674 degrees of freedom  
## Residual deviance: 353.26 on 669 degrees of freedom  
## AIC: 365.26  
##   
## Number of Fisher Scoring iterations: 6

### Task 5 (Continued)

The variables that are less likely to commit violation of parole would be mutiple offenses otherwise which indicates a negative value as well as the state of Virginia. The significant variables shown by there p-value are mutiple offenses otherwise and multiple offenses, state of Virginis and race otherwise in this model. The AIC value for this model is the same in value as the other models performed earlier for forward, backward, and the previous model os model1 and model2.

### Task 6

Parolee 1: Parolee 1 has a 44.18 % likely to violate parole.

newdata = data.frame(multiple.offenses = "Multiple Offenses", state = "Louisiana", race = "white")  
predict(forwardmod, newdata, type="response")

## 1   
## 0.4418174

Parolee 2: Parolee 2 has a 15.28 % likely to violate parole. Therefore, Parolee 1 would be the most likely to violate parole with mutiple offenses, white, and coming from state of Louisiana.

newdata = data.frame(multiple.offenses = "Otherwise", state = "Kentucky", race = "otherwise")  
predict(forwardmod, newdata, type="response")

## 1   
## 0.152755

### Task 7

Develop an ROC curve and determine the probability threshold that best balances specifiicity and sensitivity (on the training set).

predictions = predict(model3,newdata = train, type="response") #develop predicted probabilities  
head(predictions)

## 1 2 3 4 5 6   
## 0.07560706 0.14708578 0.07560706 0.14708578 0.14708578 0.07560706

ROCRpred = prediction(predictions,train$violator)   
  
ROCRperf = performance(ROCRpred, "tpr", "fpr")  
plot(ROCRperf, colorize=TRUE, print.cutoffs.at=seq(0,1,by=0.1), text.adj=c(-0.2,1.7))
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### Task 8

What is the accuracy, sensitivity, and speci???city of the model on the training set given the cuto??? from Task 7?

The cut off value is at 0.1470858, the sensitivity of the model is 0.8000000, and the specificity is at 0.8133971 on the training data set. The Accuracy of the model is listed futher down and is 0.8287526.

#Determine threshold to balance sensitivity and specificity  
#DO NOT modify this code  
opt.cut = function(perf, pred){  
 cut.ind = mapply(FUN=function(x, y, p){  
 d = (x - 0)^2 + (y-1)^2  
 ind = which(d == min(d))  
 c(sensitivity = y[[ind]], specificity = 1-x[[ind]],   
 cutoff = p[[ind]])  
 }, perf@x.values, perf@y.values, pred@cutoffs)  
}  
print(opt.cut(ROCRperf, ROCRpred))

## [,1]  
## sensitivity 0.8000000  
## specificity 0.8133971  
## cutoff 0.1470858

Area under the curve (AUC). AUC is a measure of the strength of the model. Values closer to 1 are better. Can be used to compare models.

as.numeric(performance(ROCRpred, "auc")@y.values)

## [1] 0.8540887

The value of the model looks good due to the AUC value listed at 0.8540887, whhich is close to one.

### Task 9

Identify a probability threshold (via trial-and-error) that best maximizes accuracy on the training set.

test threshold:

#confusion matrix  
t6 = table(train$violator,predictions > 0.1470858)  
t6

##   
## FALSE TRUE  
## No violation parole 350 68  
## violated parole 13 42

Correct classification are that there are 350 at no violation parole false and 42 people who violated their parole and classified as true. Incorrect classification was No violation parole at true 68 and violated parole at 13 false.

Caculate Accuracy:

(t6[1,1]+t6[2,2])/nrow(train)

## [1] 0.8287526

Can apply trial and error to maximize accuracy (here trying 0.5 as threshold)

t6 = table(train$violator,predictions > 0.5)  
t6

##   
## FALSE TRUE  
## No violation parole 406 12  
## violated parole 37 18

(t6[1,1]+t6[2,2])/nrow(train)

## [1] 0.8964059

Accuracy increases from 0.8287526 to 0.8964059 using .5.

t6 = table(train$violator,predictions > 0.6)  
t6

##   
## FALSE TRUE  
## No violation parole 406 12  
## violated parole 37 18

(t6[1,1]+t6[2,2])/nrow(train)

## [1] 0.8964059

Accuracy remains the same when increasing to .6.

A naive prediction (everyone not skip parole)

t6 = table(train$violator,predictions > 1) #set threshold to 1 so all are classifed as not not skip parole  
t6

##   
## FALSE  
## No violation parole 418  
## violated parole 55

(t6[1])/nrow(train)

## [1] 0.8837209

The margin is not that great in a naive model towards other comparisons in trial and error. I would recommend the .5 for the threshold in the trial and error the accuracy increases at this particular threshold and doesn’t change from that point.

### Task 10

Use your probability threshold from Task 9 to determine accuracy of the model on the testing set.

test threshold:

predictions\_test = predict(model3,newdata = test, type="response") #develop predicted probabilities  
head(predictions\_test)

## 1 2 3 4 5 6   
## 0.07560706 0.44077735 0.07560706 0.07560706 0.07560706 0.07560706

ROCRpred\_test = prediction(predictions\_test,test$violator)   
  
ROCRperf\_test = performance(ROCRpred\_test, "tpr", "fpr")  
plot(ROCRperf\_test, colorize=TRUE, print.cutoffs.at=seq(0,1,by=0.1), text.adj=c(-0.2,1.7))
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#Determine threshold to balance sensitivity and specificity  
#DO NOT modify this code  
opt.cut = function(perf, pred){  
 cut.ind = mapply(FUN=function(x, y, p){  
 d = (x - 0)^2 + (y-1)^2  
 ind = which(d == min(d))  
 c(sensitivity = y[[ind]], specificity = 1-x[[ind]],   
 cutoff = p[[ind]])  
 }, perf@x.values, perf@y.values, pred@cutoffs)  
}  
print(opt.cut(ROCRperf\_test, ROCRpred\_test))

## [,1]  
## sensitivity 0.86956522  
## specificity 0.66480447  
## cutoff 0.07877567

as.numeric(performance(ROCRpred\_test, "auc")@y.values)

## [1] 0.8395676

#confusion matrix  
t7 = table(train$violator,predictions > 0.07877567)  
t7

##   
## FALSE TRUE  
## No violation parole 340 78  
## violated parole 11 44

Calculate Accuracy:

(t7[1,1]+t7[2,2])/nrow(test)

## [1] 1.90099

t7 = table(test$violator,predictions\_test > 0.5)  
t7

##   
## FALSE TRUE  
## No violation parole 176 3  
## violated parole 17 6

(t7[1,1]+t7[2,2])/nrow(test)

## [1] 0.9009901

t7 = table(test$violator,predictions\_test > 0.6)  
t7

##   
## FALSE TRUE  
## No violation parole 176 3  
## violated parole 17 6

(t7[1,1]+t7[2,2])/nrow(test)

## [1] 0.9009901

t7 = table(test$violator,predictions\_test > 1) #set threshold to 1 so all are classifed as no skipping parole  
(t7[1])/nrow(test)

## [1] 0.8861386

The test data set moves to decreasing in value for skipping out on parole when setting threshold to one.