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Abstract Numerous methods can build predictive models from software data.
However, what methods and conclusions should we endorse as we move from
analytics in-the-small (dealing with a handful of projects) to analytics in-the-
large (dealing with hundreds of projects)?

To answer this question, we recheck prior small-scale results (about process
versus product metrics for defect prediction and the granularity of metrics)
using 722,471 commits from 700 Github projects. We find that some analytics
in-the-small conclusions still hold when scaling up to analytics in-the-large. For
example, like prior work, we see that process metrics are better predictors for
defects than product metrics (best process/product-based learners respectively
achieve recalls of 98%/44% and AUCs of 95%/54%, median values).

That said, we warn that it is unwise to trust metric importance results from
analytics in-the-small studies since those change dramatically when moving to
analytics in-the-large. Also, when reasoning in-the-large about hundreds of
projects, it is better to use predictions from multiple models (since single
model predictions can become confused and exhibit a high variance).
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1 Introduction

There exist many automated software engineering techniques for building pre-
dictive models from software project data [23]. Such models are cost-effective
methods for guiding developers on where to quickly find bugs [48,62].

Given that there are so many techniques, the question naturally arises:
which one should we use? Software analytics is growing more complex and
more ambitious with time. A decade ago, a standard study in this field dealt
with just 20 projects or less1. Now we can access data on hundreds to thou-
sands of projects. How does this change software analytics? What methods and
conclusions should we endorse as we move from analytics in-the-small (which
analyzes a small number of projects individually to report their findings) to an-
alytics in-the-large (which analyzes hundreds of projects individually to report
findings that are important across all or majority of the projects analyzed)2?
So reproducing results and findings that were true for analytics in-the-small
is of utmost importance with hundreds to thousands of projects. Such an-
alytics in-the-large results will help the software engineering community to
understand and adopt appropriate methods, beliefs, and conclusions.

As part of this study, we revisited the Rahman et al. ICSE 2013 study
“How, and why, process metrics are better” [69] and Kamei et al. ICSM 2010
study “Revisiting common bug prediction findings using effort-aware mod-
els” [34]. Both papers were analytics in-the-small study that used 12 and 3
projects, respectively to see if defect predictors worked best if they used:
– Product metrics, showing what was built; e.g., see Table 1.
– Or process metrics, showing how code is changed; e.g., see Table 2;

These papers are worth revisiting since it is widely cited3 and it ad-
dresses an important issue. Herbsleb argues convincingly that how groups orga-
nize themselves can be highly beneficial/detrimental to the process of writing
code [28]. Hence, process factors can be highly informative about what parts
of a codebase are buggy. In support of the Herbsleb hypothesis, prior studies
have shown that, for defect prediction, process metrics significantly outper-
form product metrics [10, 41, 69]. Also, if we wish to learn general principles
for software engineering that hold across multiple projects, it is better to use
process metrics since:
– Process metrics are much simpler to collect and can be applied uniformly

to software written in different languages.
– Product metrics, on the other hand, can be much harder to collect. For

example, some static code analysis requires expensive licenses, which need
updating every time a new version of a language is released [71]. Also, the
collected value for these metrics may not translate between projects since
those ranges can be highly specific.Lastly, product metrics tend to be far

1 For examples of such papers, see Table 3, later in this paper.
2 Note, here, when referring to analytics in-the-small and analytics in-the-large, we are not

comparing findings from a local vs global approach. Rather we compare results and findings
summarized from analyzing small number of projects vs results and findings summarized from
analyzing large number of projects.

3 232 and 179 citations respectively in Google Scholar, as of Sept 28, 2020.
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Table 1: List of product metrics used in this study

Type Metrics Count

File

AvgCyclomatic, AvgCyclomaticModified, AvgCyclomaticStrict,
AvgEssential, AvgLine, AvgLineBlank, AvgLineCode,
AvgLineComment, CountDeclClassMethod,
CountDeclClassVariable, CountDeclInstanceMethod,
CountDeclInstanceVariable, CountDeclMethod, CountDeclMethodAll,
CountDeclMethodDefault, CountDeclMethodPrivate,
CountDeclMethodProtected, CountDeclMethodPublic,
CountLine, CountLineBlank, CountLineCode, CountLineCodeDecl,
CountLineCodeExe, CountLineComment, CountSemicolon, CountStmt,
CountStmtDecl, CountStmtExe, MaxCyclomatic,
MaxCyclomaticModified, MaxCyclomaticStrict,MaxEssential,
RatioCommentToCode, SumCyclomatic, SumCyclomaticModified,
SumCyclomaticStrict, SumEssential

37

Class

PercentLackOfCohesion,
PercentLackOfCohesionModified, MaxInheritanceTree,
CountClassDerived, CountClassCoupled, CountClassCoupledModified,
CountClassBase

7

Method MaxNesting 1

Table 2: List of process metrics used in this study

adev : Active Dev Count
age : Interval between the last and the current change

ddev : Distinct Dev Count
sctr : Distribution of modified code across each file
exp : Experience of the committer

la : Lines of code added
ld : Lines of code deleted
lt : Lines of code in a file before the change

minor : Minor Contributor Count
nadev : Neighbor’s Active Dev Count

ncomm : Neighbor’s Commit Count
nd : Number of Directories

nddev : Neighbor’s Distinct Dev Count
ns : Number of Subsystems

nuc : Number of unique changes to the modified files
own : Owner’s Contributed Lines
sexp : Developer experience on a subsystem
rexp : Recent developer experience

more verbose and hence time-consuming to collect. For example, for 722,471
commits studied in this paper, data collected required 500 days of CPU
(using five machines, 16 cores, 7days). Our process metrics, on the other
hand, were an order of magnitude faster to collect.4

Since product versus process metrics is such an important issue, we revis-
ited the Rahman et al. and Kamei et al. study. To check their conclusions, we
ran an analytics in-the-large study that looked at 722,471 commits from 700
Github projects.

All in all, this paper explores eight hypotheses using two widely used val-
idation criteria. One is release-based (where given R releases of the software,
we trained on data from release 1 to R−3, then tested on release R−2, R−1,
and R) and another is cross-validation based (where the data is randomly

4 This is because process metrics can be calculate using the change history of a file. While
calculating the product metrics, the tool needs to download the specific version of the file, then
go through the actual code to gather the necessary statistics to calculate the actual metrics.
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divided into N stratified bins. Each bin, in turn, becomes the test set and a
model is trained on the remaining bins.) After comparing conclusions seen in
the prior analytics-in-the-small to the analytics-in-the-large, we find two cases
where we disagree and six where we agree. So what is the value of a paper
with 75% agreement with prior work? We assert that this paper makes several
important contributions:
– Firstly, in the two cases where we disagree, we very strongly disagree:

– We find that the use of any learner is not appropriate for analytics-in-
large. Our results suggest that any learner that generates a single model
may get confused by all the intricacies of data from multiple projects. On
the other hand, ensemble learners (that make the conclusions by polling
across many models) know how to generate good predictions from an
extensive sample.

– Also, in terms of what recommendations we would make to improve soft-
ware quality, we find that the conclusions achieved via analytics-in-the-
large are very different from those achieved via analytic-in-the-small.
Later in this paper, we compare those two sets of conclusions. We will
show that changes to software projects that make sense from analytics-
in-the-small (after looking at any five projects) can be wildly misleading
since, once we get to analytics-in-the-large, a very different set of at-
tributes is most effective

– Secondly, in the case where our conclusions are the same as prior work, we
have successfully completed a valuable step in the scientific process: i.e.,
reproduction of prior results. Current ACM guidelines5 distinguish replica-
tion and reproduction as follows: the former uses artifacts from the prior
study while the latter does not. Our work is a reproduction6 since we use
ideas from the Rahman et al. and Kamei et al. study, but none of their code
or data. We would encourage more researchers to conduct and report more
reproduction studies.

Specifically, this paper asks eight research questions

RQ 1: For predicting defects, do methods that work in-the-small, also
work in-the-large?

In a result that agrees with Rahman et al., we find that how we build
code is more indicative of what bugs are introduced than what we build (i.e.,
process metrics make best defect predictions ).

RQ 2: Measured in terms of predication variability, do methods that
works well in-the-small, also work at at-scale?

Rahman et al. said that it does not matter what learner is used to build pre-
diction models. We make the exact opposite conclusion. For analytics-
in-the-large, the more data we process, the more variance in that data. Hence,

5 https://www.acm.org/publications/policies/artifact-review-and-badging-current
6 To be clear: technically speaking, this paper is a partial reproduction of Rahman et al. or

Kamei et al. When we tried their methodology, we found in some cases, our results needed a
slightly different approach (see § 3.4).
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conclusions that rely on a single model get confused and exhibit significant
variance in their predictions. To mitigate this problem, it is important to use
learners that make conclusions by averaging over multiple models (i.e., ensem-
ble Random Forests are far better for analytics than the Naive Bayes, Logistic
Regression, or Support Vector Machines used in prior work).

RQ 3: Measured in terms of granularity, do same granularity that works
well in-the-small, also work at at-scale?

Kamei et al. said in their study that although the file-level prediction is
better than package-level prediction when measured using Popt20, the differ-
ence is very little and we agree with this result. However, when measured via
other evaluation measures, the difference is significantly different. Thus for
analytics-in-the-large, when measured using other criteria, it is evident the
granularity of the metrics matter and file-level prediction shows significantly
better results than package-level prediction.

RQ 4: Measured in terms of stability, are process metrics more/less
stable than code metrics, when measured at at-scale?

When measured in terms of stability of performance across the last 3 re-
leases by using all other previous releases for training the model, our results
agree with Rahman et al. in all traditional evaluation criteria (i.e., recall, pf,
precision). We find that the performance across the last 3 releases does not
significantly differ in all evaluation criteria except for effort-aware evaluation
criteria Popt20.

RQ 5: Measured in terms of stasis, Are process metrics more/less static
than code metrics, when measured at at-scale?

In this result, we agree with Rahman et al.. We can see product metrics are
significantly more correlated than process metrics. We measure this correlation
in both release-based and JIT-based settings. Although we can see process
metrics have a significantly lower correlation than product metrics in both
release-based and JIT-based settings, the difference is lower in case of JIT-
based settings. Also, when lifting process metrics from file-level to package-
level, as explored by Kamei et al., we can see a significant increase in correlation
in case of process metrics. This can explain the drop in performance in package-
level prediction.

RQ 6: Measured in terms of stagnation, Do models built from different
sets of metrics stagnate across releases, when measured at at-scale?

Rahman et al. warn that, when reasoning over multiple releases, models
can stagnant, i.e., fixate on old conclusions and miss new ones. For example,
if a defect occurs in the same file in release one and release two, and another
defect appears in a new file in the second release, the model will catch the file
as defective, which was defective in first release, but will miss the defect in the
new file.
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Here we measure the stagnation property of the models built using the
metrics. Our results agree with Rahman et al.: we see a significantly higher
correlation between the predicted probability and learned probability in the
case of product metrics than process metrics. This signifies models built using
product metrics tend to be stagnant.

RQ 7: Do stagnant models (based on stagnant metrics) tend to predict
recurringly defective entities?

In these results, we try to evaluate if models built with product and process
metrics tend to predict recurrent defects. Our results concur with Rahman et
al. and we see models built with product metrics tend to predict recurrent
defects, while models built with process data do not suffer from this effect.

RQ 8: Measured in terms of metric importance, are metrics that seem
important in-the-small, also important when reasoning in-the-large?

Numerous prior analytics in-the-small publications offer conclusions on the
relative importance of different metrics. For example, [33], [22], [52], [38], [18]
offer such conclusions after an analysis of 1,1,3, 6,and 26 software project,
respectively. Their conclusions are far more specific than process-vs-product;
rather, these prior studies call our particular metrics are being most important
for prediction.

Based on our analysis, we must now call into question any prior analytics
in-the-small conclusions that assert that specific metrics are more important
than any other (for defect prediction). We find that the relative importance of
different metrics found via analytics in-the-small is not stable. Specif-
ically, when we move to analytics in-the-large, we find very different rankings
for metric importance.

The rest of this paper is structured as follows. Some background and related
work are discussed in section 2. Our experimental methods are described in
section 3. Data collection in section 3.1 and learners used in this study in
section 3.2. Followed by the experimental setup in section 3.4 and evaluation
criteria in section 3.5. The results and answers to the research questions are
presented in section 4. Which is followed by threats to validity in section 5.
Finally, the conclusion is provided in section 6.

Note that all the scripts and data used in this analysis are available online
at https://github.com/Suvodeep90/Revisit_process_product 7.

7 Note to reviewers: Our data is so large we cannot place it in the Github repo. Zenodo.org will
host our data. https://github.com/Suvodeep90/Revisit process product only contains a sample
of our data. We will link that repository to link to data stored at Zenodo.org.

https://github.com/Suvodeep90/Revisit_process_product
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2 Background and Related Work

2.1 Defect Prediction

This section shows that software defect prediction is a (very) widely explored
area with many application areas. Specifically, in 2020, software defect predic-
tion is now a “subroutine” that enables much other research.

A defect in software is a failure or an error represented by incorrect, un-
expected, or unintended behavior of a system caused by an action taken by a
developer. As today’s software proliferates both in size and number, software
testing for capturing those defects plays more and more crucial roles. During
software development, the testing process often has some resource limitations.
For example, the effort associated with coordinated human effort across a large
codebase can grow exponentially with the scale of the project [21].

It is common to match the quality assurance (QA) effort to the perceived
criticality and bugginess of the code for managing resources efficiently. Since
every decision is associated with a human and resource cost to the developer
team, it is impractical and inefficient to distribute equal effort to every compo-
nent in a software system [12]. Creating defect prediction models from either
product metrics (like those from Table 1) or process metrics (like those from
Table 2) is an efficient way to take a look at the incoming changes and focus
on specific modules or files based on a suggestion from defect predictor.

Recent results show that software defect predictors are also competitive
widely-used automatic methods. Rahman et al. [72] compared (a) static code
analysis tools FindBugs, Jlint, and PMD with (b) defect predictors (which
they called “statistical defect prediction”) built using logistic regression. No
significant differences in cost-effectiveness were observed. Given this equiva-
lence, it is significant to note that defect prediction can be quickly adapted to
new languages by building lightweight parsers to extract product metrics or
use common change information by mining git history to build process metrics.
The same is not true for static code analyzers - these need extensive modifica-
tion before they can be used in new languages. Because of this ease of use and
its applicability to many programming languages, defect prediction has been
extended in many ways, including:

1. Application of defect prediction methods to locate code with security vul-
nerabilities [80].

2. Understanding the factors that lead to a greater likelihood of defects such as
defect-prone software components using code metrics (e.g.,, ratio comment
to code, cyclomatic complexity) [46, 47] or process metrics (e.g.,, recent
activity).

3. Predicting the location of defects so that appropriate resources may be
allocated (e.g.,, [9])

4. Using predictors to proactively fix defects [5]
5. Studying defect prediction not only just release-level [15] but also change-

level or just-in-time [75].
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6. Exploring “transfer learning” where predictors from one project are applied
to another [39,58].

7. Assessing different learning methods for building predictors [23]. This has
led to the development of hyper-parameter optimization and better data
harvesting tools [1, 2].

2.2 Process vs Product

Defect prediction models are built using various machine learning classifica-
tion methods such as Random Forest, Support Vector Machine, Naive Bayes,
Logistic Regression [24,27,30,31,39,50,59,63,78,79,83,86,92,103,104,106] etc.
All these methods input project metrics and output a model that can make
predictions. Fenton et al. [20] say that a “metric” is an attempt to measure
some internal or external characteristic and can broadly be classified into prod-
uct (specification, design, code-related) or process (constructing specification,
detailed design related). The metrics are computed either through parsing the
codes (such as modules, files, classes or methods) to extract product (code)
metrics or by inspecting the change history by parsing the revision history of
files to extract process (change) metrics.

In September 2020, we conducted the following literature review to under-
stand the current thinking on the process and product metrics. Starting with
Rahman et al. [70] and Kamei et al. [34], we used Google Scholar to trace
citations forward and backward-looking for papers that offered experiments
on the process or product metrics for defect prediction or that suggested why
certain process or product metrics are better for defect prediction. This gave
us a list of 76 papers. Following the advice of Mathew et al. [44], we examined:
– Highly cited papers, i.e., those with at least ten cites per year.
– Papers from senior SE venues, i.e., those listed at “Google Scholar Metrics

Software Systems”.
Next, using our domain expertise, we augmented that list of papers we con-
sidered important or highly influential papers that focus on the benefits of
using process or/and product metrics that were not included in the above two
criteria). This leads to the 45 papers that are listed in Table 3.

Within this set of papers, we observe that studies on product metrics are
more common than on process metrics (and very few papers experimentally
compare both product and process metrics: see Figure 1). The product metrics
community [35, 48, 50, 78, 79, 83, 91, 92, 97, 109, 110] argues that many kinds of
metrics indicate which code modules are buggy:
– For example, for lines of code, it is usually argued that large files can be

hard to comprehend and change (and thus are more likely to have bugs);
– For another example, for design complexity, it is often argued that the more

complex a design of code, the harder it is to change and improve that code
(and thus are more likely to have bugs).
On the other hand, the process metrics community [11,17,29,43,55,60,65,

68, 73, 74, 85, 93, 102] explore many process metrics, including (a) developer’s

https://scholar.google.com/citations?view_op=top_venues&hl=en&vq=eng_softwaresystems
https://scholar.google.com/citations?view_op=top_venues&hl=en&vq=eng_softwaresystems
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Paper
# of

Datasets
Year Venue

A validation of object-oriented design
metrics as quality indicators

8 1996 TSE

Predicting fault incidence using software
change history

1 2000 TSE

Empirical analysis of ck metrics for object-oriented
design complexity: Implications for software defects

1 2003 TSE

Data mining static code attributes to learn defect
predictors

8 2006 TSE

Empirical analysis of object-oriented design metrics
for predicting high and low severity faults

1 2006 TSE

Is external code quality correlated with programming
experience or feelgoodfactor?

1 2006 XP

Mining metrics to predict component failures 5 2006 TSE
Predicting defects for eclipse 1 2007 ICSE
The effects of over and under sampling on fault-prone
module detection

1 2007 ESEM

Using software dependencies and churn metrics to
predict field failures: An empirical case study

1 2007 ESEM

A comparative analysis of the efficiency of change
metrics and static code attributes for defect prediction

1 2008 ICSE

Benchmarking models for defect prediction 10 2008 TSE
Do too many cooks spoil the broth? using the number
of developers to enhance defect prediction models

2 2008 EMSE

Implications of ceiling effects in defect predictors 12 2008 IPSE
An investigation of the relationships between lines
of code and defects

1 2009 ICSE

On the relative value of cross-company and
within-company data for defect prediction

6 2009 EMSE

Cross-project defect prediction: a large scale
experiment on data vs. domain vs. process

7 2009 FSE

A systematic and comprehensive investigation of
methods to build and evaluate fault prediction model

1 2010 JSS

An analysis of developer metrics for fault prediction 1 2010 PROMISE
Change bursts as defect predictors 1 2010 ISSRE
Predicting faults in high assurance software 15 2010 HASE
Revisiting Common Bug Prediction Findings Using
Effort-Aware Models

3 2010 ICSM

Bugcache for inspections: hit or miss 5 2011 FSE
Don’t touch my code! examining the effects of
ownership on software quality

2 2011 FSE

Ownership, experience and defects: a
fine-grained study of authorship

4 2011 ICSE

Using coding-based ensemble learning to
improve software defect prediction

14 2012 SMC

Transfer learning for cross-company
software defect prediction

6 2012 IST

Recalling the “imprecision” of
cross-project defect prediction.

9 2012 FSE

Method-level bug prediction 21 2012 ESEM
How, and why, process metrics are better 12 2013 ICSE
Using class imbalance learning for software
defect prediction

10 2013 TR

Sample Size vs. Bias in Defect Prediction 12 2013 FSE
Predicting Bugs Using Antipatterns 2 2013 ICSME
Empirical study of the classification performance
of learners on imbalanced noisy software quality data

1 2014 IS

Learning to rank relevant files for bug reports
using domain knowledge

6 2014 FSE

Which process metrics can significantly improve
defect prediction models? an empirical study

11 2014 MSR

The impact of mislabelling on the performance
and interpretation of defect prediction models

5 2015 ICSE

Developer Micro Interaction Metrics for
Software Defect Prediction

6 2016 TSE

Hydra: Massively compositional model for
cross-project defect prediction

10 2016 TSE

Supervised vs Unsupervised Models: A Holistic
Look at Effort-Aware Just-in-Time Defect Prediction

6 2017 ICSME

Empirical analysis of change metrics for software
fault prediction

1 2018 CEE

CLEVER: Combining Code Metrics with Clone
Detection for Just-In-Time Fault Prevention and
Resolution in Large Industrial Projects

1 2018 MSR

Fine-grained just-in-time defect prediction 10 2019 IST
Mining defects: Should we consider affected releases? 6 2019 ICSE

Table 3: Number of data sets explored in recent papers at prominent
venues that experiment with process and/or product metrics.
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experience; and (b) how many developers worked on certain file (and, it is
argued, many developers working on a single file is much more susceptible to
defects); and (c) how long it has been since the last change (and, it is argued,
a file which is changed frequently may be an indicator for bugs).

The rest of this section lists prominent results from the Figure 1 survey.
From the product metrics community, Zimmermann et al. [110], in their study
on Eclipse project using file and package-level data, showed complexity-based
product metrics are much better in predicting defective files. Zhang et al. [105],
in their experiments, showed that lines of code-related metrics are good predic-
tors of software defects using NASA datasets. In another study using product
metrics, Zhou et al. [108] analyzed a combination of ten object-oriented soft-
ware metrics related to complexity to conclude that size metrics were a much
better indicator of defects. A similar study by Zhou and Leung et al. [107]
evaluated the importance of individual metrics and indicated that while CBO,
WMC, RFC, and LCOM metrics are useful metrics for fault prediction, but
DIT is not useful using NASA datasets. Menzies et al. [48], in their study
regarding static code metrics for defect prediction, found product metrics are
very effective in finding defects. Basili et al. [8], in their work, showed object-
oriented ck metrics appeared to be useful in predicting class fault-proneness,
which was later confirmed by Subramanyam and Krishnan et al. [82]. Na-
gappan et al. [56], in their study, reached a similar conclusion as Menzies et
al. [48], but concluded, “However, there is no single set of complexity metrics
that could act as a universally best defect predictor”.

In other studies related to process metrics, Nagappan et al. [57] emphasized
the importance of change bursts as a predictor for software defects on Windows
Vista dataset. They achieved a precision and recall value at 90% in this study
and achieved a precision of 74.4% and recall at 88.0% in another study on

36 156

Process Metrics

Product Metrics

Fig. 1: Number of papers exploring the benefits of the process and
product metrics for defect prediction. The papers in the intersec-
tion are [7, 25, 26, 34, 53, 70] explore and compare both process and
product metrics. Note that prior to this EMSE paper, prior work
that looked at the process and product metrics explored analytics-
in-the-small.
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Windows Server 2003 datasets. In another study by Matsumoto et al. [45]
investigated the effect of developer-related metrics on defect prediction. They
showed improved performance using these metrics and proved module that is
revised by more developers tends to contain more faults. Similarly, Schröte
et al. [42], in their study, showed a high correlation between the number of
developers for a file and the number of defects in the respective file.

As to the six papers that compare process versus product methods:
– Four of these papers argue that process metrics are best. Rahman et al. [70]

found process metrics perform much better than product metrics in both
within-project and cross-project defect prediction settings. Their study also
showed product metrics do not evolve much over time and that they are
much more static. Hence, they say, product metrics are not good predictors
for defects. Similar conclusions (about the superiority of process metrics)
are offered by Moser et al. [53], Giger et al. [25], and Graves et al. [26].

– Only one paper argues that both process and product metrics perform sim-
ilarly. Arisholm et al. [7] found one project where both process and product
metrics perform similarly.

– Only one paper argues that the combination of process and product metrics
is better at predicting deefects. Kamei et al. [34] found 5 out of 9 versions
of 3 projects where combination of process and product metrics perform
better than just using process metrics and 9 out of 9 cases they are better
than just using product metrics.
Of these papers, Moser et al. [53], Arisholm et al. [7], Kamei et al. [34],

Rahman et al. [70], Graves et al. [26] and Giger et al. [25] based their con-
clusions on 1,1,3,12,15,21 projects (respectively). That is to say, these are all
analytics in-the-small studies. The rest of this paper checks their conclusions
using analytics in-the-large.

3 Methods

This section describes our methods for comparatively evaluating process versus
product metrics using analytics in-the-large.

3.1 Data Collection

To collect data, we search Github for Java projects from different software
development domains. Although Github stores millions of projects, many of
these are trivially very small, not maintained, or are not about -software de-
velopment projects. To filter projects, we used the standard Github “sanity
checks” recommended in the literature [4, 32,54]:
– Collaboration: refers to the number of pull requests. This is indicative of

how many other peripheral developers work on this project. We required all
projects to have at least one pull request. This will prove the repository is a
part of distributed development model where others have forked/created a
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branch on this repository to make independent changes and submitted those
changes to the main repository to be merged with the main branch. We also
validated and remove any project where all pull requests are submitted by
same developers by checking unique ids of pull request submitter.

– Commits: The project must contain more than 20 commits as recommended
in the literature. Commits in a Github repository represent the amount of
activity in the project. More than 75% of the projects found in Github have
less than 20; thus 20 is a good number for this filtering criteria.

– Duration: The project must contain software development activity of at least
50 weeks. Kalliamvakou et al. show in their paper the 75% of the project
are active for less than 14 weeks; thus 50 weeks as a minimum duration for
the filtering criteria is used as suggested by other researchers.

– Issues: The project must contain more than 10 issues as recommended in
the literature.

– Releases: The project must contain at least 4 releases. This is because the
release-based validation strategy used in this study requires 3 test releases
and at least one training release.

– Personal Purpose: The project must not be used and maintained by one
person. The project must have at least eight contributors as suggested by
other researchers.

– Software Development : The project must only be a placeholder for software
development source code.

– Defective Commits: The project must have at least 10 defective commits
with defects on Java files. This is because the SMOTE algorithm that we
are using for balancing the datasets requires at least 10 examples of the
minority class.

– Forked Project : The project must not be a forked project from the original
repository.This is to remove any potential duplicity and remove any project
from the study that is not the project’s main branch. We used the Github
API to check for the “Forked” flag, and we removed any project which is
flagged as yes.

We started with 8023 Github projects from various domains collected using
Github search API. After applying the sanity checks mentioned above, we
selected 700 projects. The Data Statistics section of Table 4 shows the median
and IQR of each of the filtering criteria for the selected projects. For this
research, we collected file-level process metrics and file-level product metrics
to answer our research questions (RQ1, RQ3-RQ8) as suggested by Rahman
et al. [70]. We also followed the suggested aggregation process used by Kamei
et al. [34] in their paper to calculate the package-level metrics by lifting the
file-level metrics to the package-level to investigate and answer RQ2.

This data was extracted once and stored as pickle files in the following four
steps:

1. We collected 21 process metrics (following the definition either from com-
mit guru or from the definitions shared by Rahman et al.) for each file
in each commit by extracting the commit history of the project, then
analyzing each commit for our metrics. We used a modified version of
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Product Metrics
Metric Name Median IQR Metric Name Median IQR

AvgCyclomatic 1 1 CountLine 75.5 150
AvgCyclomaticModified 1 1 CountLineBlank 10.5 20

AvgCyclomaticStrict 1 1 CountLineCode 53 105
AvgEssential 1 0 CountLineCodeDecl 18 32

AvgLine 9 10 CountLineCodeExe 29 66
AvgLineBlank 0 1 CountLineComment 5 18
AvgLineCode 7 8 CountSemicolon 24 52

AvgLineComment 0 1 CountStmt 35 72.3
CountClassBase 1 0 CountStmtDecl 15 28

CountClassCoupled 3 4 CountStmtExe 19 43.8
CountClassCoupledModified 3 4 MaxCyclomatic 3 4

CountClassDerived 0 0 MaxCyclomaticModified 2 4
CountDeclClassMethod 0 0 MaxCyclomaticStrict 3 5
CountDeclClassVariable 0 1 MaxEssential 1 0

CountDeclInstanceMethod 4 7.5 MaxInheritanceTree 2 1
CountDeclInstanceVariable 1 4 MaxNesting 1 2

CountDeclMethod 5 9 %LackOfCohesion 33 71
CountDeclMethodAll 7 12.5 %LackOfCohesionModified 19 62

CountDeclMethodDefault 0 0 RatioCommentToCode 0.1 0.2
CountDeclMethodPrivate 0 1 SumCyclomatic 8 17

CountDeclMethodProtected 0 0 SumCyclomaticModified 8 17
CountDeclMethodPublic 3 6 SumCyclomaticStrict 9 18

SumEssential 6 11
Process Metrics Data Statistics

Metric Name Median IQR Data Property Median IQR
la 14 38.9 Defect Ratio 37.60% 20.60%
ld 7.9 12.2 Lines of Code 82K 200K
lt 92 121.8 Number of Files 171 358

age 28.8 35.1 Number of Developers 31 34
ddev 2.4 1.2 Number of PRs. 55 101
nuc 5.8 2.7 Number of Commits 217 379
own 0.9 0.1 Duration 186(W) 191(W)

minor 0.2 0.4 Number of Releases 20 32
ndev 22.6 22.1 Number of Defective Commits 77 139

ncomm 71.1 49.5 Number of Issues 46 67
adev 6.1 2.9 Number of unique PR submitter 5 6

nadev 71.1 49.5
avg nddev 2 1.8
avg nadev 7 5.2

avg ncomm 7 5.2
ns 1 0

exp 348.8 172.7
sexp 145.7 70
rexp 2.5 3.4

nd 1 0
sctr -0.2 0.1

Table 4: Statistical median and IQR values for the metrics used in
this study (IQR denotes the (75-25)th percentile range).

Commit Guru [76] code for this purpose, where instead of aggregating file-
specific metric values for a commit, we store metric values for each file. We
create objects for each new file we encounter and keep track of details (i.e.,
developer who worked on the file, LOCs added, modified, deleted by each
developer, etc.) that we need to calculate. We also keep track of files mod-
ified together to calculate co-commit-based metrics. After collecting the 21
metrics as mentioned in Table 4 for each project, it is stored as a pickle file
to be used for prediction.
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2. Secondly, we use Commit Guru [76] code to identify buginducing and bug-
fixing commits. This process involves identifying bugfixing commits using
a keyword8 based search. Using these commits, the process uses the com-
mit guru’s SZZ algorithm [76,94] to find commits that were responsible for
introducing those changes and marking them as buginducing 9. This pro-
cess is performed on all commits throughout the life cycle of the project.
Note here for a buginducing, each file that is labeled as a buggy file (bug-
inducing ) will have another instance of the same file, which is non-buggy
(bugfixing). If a file has been fixed multiple times throughout the project
history, it will have multiple instances in the dataset.

3. Thirdly, we used Github tag API to collect the release information for
each of the projects. We use the release number, release date information
supplied from the API to group commits into releases and thus dividing
each project into multiple releases for each of the metrics. Note here we
refer to a release number as the tags provided by the contributors of the
repository, not by Github. Thus we apply regular expressions to match the
release number to either “X.X.X.X” or “X.X.X” format. Here for a tag to
be considered as a release, it needs to be different in the section before the
third dot.

4. Finally, we used the Understand from Scitools10 to extract the 45 product
metrics used in this study. Understand has a command-line interface to
analyze project codes and generate metrics from that. We use the data
collected from the first 2 steps to generate a list of commits and their
corresponding files, along with class labels for defective and non-defective
files. Next, we download the project codes from Github, then used the git

commit information to move the git head to the corresponding commit to
match the code for that commit. Understand uses this snapshot of the code
to analyze the metrics for each file and store the data in temporary storage.
We do this for all commits throughout the project history. To ensure for
every analyzed commit, we only consider the files which were changed, and
we only keep files which was changed as part of that commit. Here we also
added the class labels to the metrics. To only mark files that were defective,
we use commit Ids along with file names to add labels. After the last step
is done, the 45 product metrics collected for each project are stored in a
separate file to answer the research questions for this study.

Note that steps one and two required 2 days (on a single 16 cores machine),
while step four required 7 days (on 5 machines with 16 cores) of computation,
respectively. The data collected in this way are summarized in Table 4.

8 The keywords used are - bug, fix, error, issue, crash, problem, fail, defect and patch. These
keywords are taken used by Rosen et al. in their commit guru [76] paper.

9 From this point onwards, we will denote the commit which has bugs in them as a “buginducing
”
10 http://www.scitools.com/
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3.2 Learners

In this section, we briefly explain the four classification methods we have used
for this study. We selected the following based on a prominent paper by Ghotra
et al.’s [24]. Also, all these learners are widely used in the software engineering
community. For all the following models, we use the implementation from
Scikit-Learn11. We applied Differential Evolution (DE) as a hyperparameter
optimization [84] to tune the models discussed here. However, as shown below,
the performance of the Random Forest model with default parameters was so
promising that we applied hyperparameter optimization on 3 of the models
except for Random Forest.

3.2.1 Support Vector Machine

This is a discriminative classifier, which tries to create a hyper-plane between
classes by projecting the data to a higher dimension using kernel tricks [13,49,
77, 88]. The model learns the separating hyper-plane from the training data
and classifies test data based on which side the example resides.

3.2.2 Naive Bayes

This is a probabilistic model, widely used in software engineering commu-
nity [50, 78, 79, 83, 92], that finds patterns in the training dataset and builds
predictive models. This learner assumes all the variables used for prediction
are not correlated, identically distributed. This classifier uses Bayes rules to
build the classifier. When predicting for test data, the model uses the distribu-
tion learned from training data to calculate the probability of the test example
belonging to each class and report the class with maximum probability.

3.2.3 Logistic Regression

This is a statistical predictive analysis method similar to linear regression
but uses a logistic function to make predictions. Given 2 classes Y=(0 or 1)
and a metric vector X = x1, x2, ...., xn, the learner first learns coefficients of
each metrics vector to best match the training data. When predicting for test
examples, it uses the metrics vectors of the test example and the coefficients
learned from training data to make the prediction using a logistic function.
Logistic regression is widely used in defect prediction [24,27,59,63,103].

3.2.4 Random Forest

This is a type of ensemble learning method, which consists of multiple clas-
sification decision trees built on random metrics and bootstrapped samples
selected from the training data. Test examples are classified by each decision

11 https://scikit-learn.org/stable/index.html
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tree in the Random Forest and then the final classification decision is decided
using a majority voting. Random forest is widely used in software engineer-
ing domain [30, 31, 39, 86, 92, 104, 106] and has proven to be effective in defect
prediction.

Later in this paper, the following distinction will become very significant.
Of the four learners we apply, Random Forests make their conclusion via a
majority vote across multiple models while all the other learners build and
apply a single model.

3.3 Differential Evolution (DE)

In this section, we explain the hyper-parameter optimizer used in this study to
fine-tune an ML model’s parameters. There are several parameters for each ML
model, which decide how an ML model learns to discriminate between desirable
and undesirable outcomes. These parameters of the models can greatly affect
the performance of the models. In this study, we used Differential Evolution
(DE) as the hyper-parameter optimized as has been widely used in software
engineering and machine learning community [1,61,87,95]. DE is a stochastic
population-based optimization algorithm [81]. DE starts with a frontier of
randomly generated candidate solutions. For example, when exploring tuning,
each member of the frontier would be a different possible set of control settings
for (say) an Support Vector Machine.

After initializing this frontier, a new candidate solution is generated by
extrapolating by some factor f between other items on the frontier. Such ex-
trapolations are performed for all attributes at probability cf. If the candidate
is better than one item of the frontier, then the candidate replaces the frontier
item. The search then repeats for the remaining frontier items. For the defi-
nition of “better“, this study uses F1-score; i.e., “better” means maximizing
the objective score of the model-based F1 Score. This process is repeated for
lives number of repeated traversals of the frontier. For full details of DE, see
Figure 2. As per Storn’s advice [81], we use

f = 0.75, cf = 0.3, lives = 60

Out of the 4 learners, as mentioned in Section 3.2, we have tuned 3 learners
(a) Logistic Regression, (b) Naive Bayes, and (c) Support Vector Machine. We
did not include the Random Forest learner as it was already reporting near-
perfect results for most performance measures. The parameters tuned in DE
for each learner are -
– Logistic Regression: (a) penalty: Used to specify the norm used in the

penalization, (b) C: Inverse of regularization strength, (c) solver: Algorithm
to use in the optimization problem, and (d) max iter: Maximum number of
iterations taken for the solvers to converge.

– Naive Bayes: (a) var smoothing: Portion of the largest variance of all
features that are added to variances for calculation stability.
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1def DE( n=10, cf=0.3, f=0.7): # default settings
2frontier = sets of guesses (n=10)
3best = frontier.1 # any value at all
4lives = 1
5while(lives−− > 0):
6tmp = empty
7for i = 1 to |frontier|: # size of frontier
8old = frontieri
9x,y,z = any three from frontier, picked at random
10new= copy(old)
11for j = 1 to |new|: # for all attributes
12if rand() < cf # at probability cf...
13new.j = x.j + f ∗ (z.j − y.j) # ...change item j
14# end for
15new = new if better(new,old) else old
16tmpi = new
17if better(new,best) then
18best = new
19lives++ # enable one more generation
20end
21# end for
22frontier = tmp
23# end while
24return best

Fig. 2: Differential Evolution based on Storn's DE optimizer.

– Support Vector Machine: (a) C: Regularization parameter, (b) gamma:
Kernel coefficient, (c) kernel: Specifies the kernel type to be used in the
algorithm, and (d) coef0: Independent term in kernel function.

3.4 Experimental Framework

Figure 3 illustrates our experimental rig. For each of our 700 selected Java
projects, we first use the project’s revision history to collect file-level change
metrics, along with class labels (defective and non-defective commits). Then,
using information from the process metrics, we use Understand’s command-
line interface to collect and filter the product metrics. Next, we join the two
metrics to create a combined metrics set for each project.

Using the evaluation strategy mentioned above, the data is divided into
train, validation and test sets. The data is then filtered depending on metrics
we are interested in (i.e., process, product, or combined) and pre-processed
(i.e., data normalization, filtering/imputing missing values, etc.). After pre-
processing and metric filtering is completed, the data is processed using SMOTE
algorithm to handle data imbalance. As described by Chawla et al. [14],
SMOTE is useful for re-sampling training data such that a learner can find
rare target classes. For more details in SMOTE, see [3,14]. Note one technical
detail: when applying SMOTE, it is important that it is not applied to the
validation or test data since data mining models need to be tested on the kinds
of data they might actually see in practice.

Finally, we select one learner from four and it is applied to the training set
to build a model. If hyperparameter optimization is to be performed, then the
model is tuned using the validation data. Finally, the model is tested using the
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Fig. 3: Framework for this analysis.

test data. As to how we generate our train/test sets, we report results from
two methods:

1. release-based
2. cross-validation

Both these methods are defined below. We use both methods since (a) other
software analytics papers use cross-validation while (b) release-based is the
evaluation procedure of Rahman et al. As we shall see, these two methods
offer very similar results so debates about the merits of one approach to the
other are something of a moot point. But by reporting on results from both
methods, it is more likely that other researchers will be able to compare their
results against ours.

In a cross-validation study, we select all the files collected using the process
described in Section 3.1. This includes the files that were labeled as buggy and
non-buggy (this can include multiple copies of the same file if it was committed
multiple times) throughout the project history. This data for each project is
sorted randomly M times. Then for each time, the data is divided into N
stratified bins. Each bin, in turn, becomes the test set and the remaining data
is further divided into training and validation sets. For this study, we used
M = N = 5.

An alternative to cross-validation is a release-based approach such as the
one used by Rahman et al. Here; given R releases of the software, we divide
all the data into R parts. Then we trained on data from release 1 to R − 3,
then tested on release R − 2, R − 1, and R. This temporal approach has the
advantage that the future data never appears in the training data.

3.5 Evaluation Criteria

In this section, we introduce the following 6 evaluation measures used in this
study to evaluate the performance of machine learning models. Based on the
results of the defect predictor, humans read the code in order of what the
learner says is most defective. During that process, they find true negative,
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false negative, false positive, and true positive (labeled TN, FN, FP, TP, re-
spectively) reports from the learner.

Recall: This is the proportion of inspected defective changes among all the
actual defective changes; i.e., TP/(TP+FN). Recall is used in many previous
studies [36, 89, 98–101]. When recall is maximal, we are finding all the target
class items. Hence we say that larger recalls are better.

Precision: This is the proportion of inspected defective changes among
all the inspected changes; i.e., TP/(TP+FP). When precision is maximal, all
the reports of defect modules are actually buggy (so the users waste no time
looking at results that do not matter to them). Hence we say that larger
precision is better.

Pf: This is the proportion of all suggested defective changes that are not
actual defective changes divided by everything that is not actually defective;
i.e., FP/(FP+TN). A high pf suggests developers will be inspecting code that
is not buggy. Hence we say that smaller false alarms are better.

Popt20: A good defect predictor lets programmers find the most bugs
after reading the least amount of code [6]. Popt20 models that criteria. First,
we divide the test data into (a) those that are predicted to be defective and
(b) those that are not. Second, we sorted the sets (a,b) on LOC. Third, we
returned the test in the order sorted (a) followed by sorted (b). Within that
sort, we then report the percent of actual bugs found by inspecting the first
20% of the code (measured in terms of LOC). We say that larger Popt20 values
are better.

IFA: Parnin and Orso [64] warn that developers will ignore the suggestions
of static code analysis tools if those tools offer too many false alarms before
reporting something of interest. Other researchers echo that concern [37,64,96].
IFA counts the number of initial false alarms encountered before we find the
first defect. We say that smaller IFA values are better.

AUC ROC: This is the area under the curve for receiver operating char-
acteristic. This is designated by a curve between true positive and false positive
rates and created by varying the thresholds for defects between 0 and 1. This
creates a curve between (0,0) and (1,1), where a model with random guess will
yield a value of 0.5 by connecting (0,0) and (1,1) with a straight line. A model
with better performance will yield a higher value with a more convex curve in
the upper left part. Hence we say that larger AUC values are better.

3.6 Statistical Tests

When comparing the results of different models in this study, we used a sta-
tistical significance test and an effect size test:

– Significance test is useful for detecting if two populations differ merely by
random noise.

– Effect sizes are useful for checking that two populations differ by more than
just a trivial amount.



20 Suvodeep Majumder et al.

For the significance test, we use the Scott-Knott procedure recommended at
TSE’13 [51] and ICSE’15 [24]. This technique recursively bi-clusters a sorted
set of numbers. If any two clusters are statistically indistinguishable, Scott-
Knott reports them both as belonging to the same “rank”.

To generate these ranks, Scott-Knott first looks for a break in the sequence
that maximizes the expected values in the difference in the means before and
after the break. More specifically, it splits l values into sub-lists m and n to
maximize the expected value of differences in the observed performances before
and after divisions. e.g.,, list l,m and n of size ls,ms and, ns where l = m∪n,
Scott-Knott divides the sequence at the break that maximizes:

E(∆) =
ms

ls
× abs(m.µ− l.µ)2 +

ns

ls
× abs(n.µ− l.µ)2 (1)

Scott-Knott then applies some statistical hypothesis test H to check if
m and n are significantly different. If so, Scott-Knott then recurses on each
division. For this study, our hypothesis test H was a conjunction of the A12
effect size test (endorsed by [5]) and non-parametric bootstrap sampling [19],
i.e., our Scott-Knott divided the data if both bootstrapping and an effect size
test agreed that the division was statistically significant (90% confidence) and
not a “small” effect (A12 ≥ 0.6).

4 RESULTS

RQ 1: For predicting defects, do methods that work in-the-small, also
work in-the-large?

To answer this question, we use Figure 4, Figure 5, Figure 6, and Figure 7
to compares Recall, Pf, AUC, Popt20, Precision, and IFA across four different
learners using process, product, and combined metrics. In those figures, the
metrics are marked as P (process metrics), C (product metrics), and combined
(P+C). Figure 4, Figure 5, and Figure 6 represents the cross-validation results,
while Figure 7 represent the release-based results.

For this research question, the key thing to watch in these figures is the
vertical colored box plots. The box plots were generated using results from all
700 Github projects, where each data point for a project is the (a) median
result from 5-fold cross-validation repeated 5 times for Figure 4, Figure 5,
Figure 6, and (b) median result from 3 release for Figure 7. These horizontal
lines running across their middle show the median performance of a learner
across 700 Github projects. As we said above in section 3.5, the best learners
are those that maximize recall, precision, AUC, Popt20 while minimizing IFA
and false alarms.

Reading the median line in the box plots, we say that compared to the
Rahman et al. analytics in-the-small study, this analytics in-the-large study
says some things are the same and some things are different. Like Rahman
et al., these results show clear evidence of the superiority of process metrics
since, except for Popt20 (no significant difference across process, product, and
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process+product metrics) across all learners, the median process results from
process metrics are clearly always better. That is to say, returning to our
introduction, this study strongly endorses the Hersleb hypothesis that how we
build software is a major determiner of how many bugs we inject into that
software.

As to where we differ from the prior analytics in-the-small study, Ran-
dom Forest with process metrics is statistically significantly better (achieving
different statistical rank in Scott-Knott test) than any learner in all perfor-
mance measure, other than Popt20 and IFA. In the case of Popt20 and IFA, all
learners achieve the same statistical ranking from the Scott-Knott test. With
these results we need to keep in mind, the Logistic Regression, Naive Bayes,
and Support Vector Machine were tuned using hyper-parameter optimization,
while the result for Random Forest was using default parameters. Thus the
hyper-parameter tuned Logistic Regression and Support Vector Machine mod-
els were much costlier to build (256 hours for hyper-parameter tuned Support

Support Vector MachineLogistic RegressionRandom Forest Naive Bayes
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Fig. 4: Cross-validation recall and false alarm results for Process(P),
Product(C) and, Combined (P+C) metrics. The vertical box plots
in these charts run from min to max while the thick boxes highlight
the 25,50,75th percentile. Each box plot is built using 700 Github
projects, where each data point is the(a) median result from 5-fold
cross-validation repeated 5 times.
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Vector Machine for vs 10 hours for default Random Forest). So, unlike the
Rahman et al. analytics in-the-small study, we would argue that it is very im-
portant which learner is used to for analytics in-the-large. Certain learning in
widespread use such as Naive Bayes, Logistic Regression, and Support Vector
Machines may not be the best choice for reasoning from hundreds of software
projects. Rather, we would recommend the use of Random Forests.

We also performed a small experiment to see if certain metrics only capture
certain defects as part of this study. We analyzed the defects that are only
captured by process metrics vs the defects that are only captured by product
metrics. Looking into our results, we see that:
– Process metrics capture nearly all the defects; evidence: see the very high

recall scores for Random Forest process metrics in Figure 4.
– As to product metrics, they tended to miss many defects; observe how, for

all learners in Figure 4, the product metrics recall are much lower than
than the process metrics. For example. in the case of Random Forests, we
found that the product metrics missed 48% of the defects found by process
metrics,
On the other hand, there are indeed a small number of defects captured

by product metrics and not process metrics. But this case is definitely in the

Random Forest Logistic Regression Naive Bayes Support Vector Machine
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Fig. 5: Cross-validation AUC and Popt20 results for Process(P),
Product(C), and Combined (P+C) metrics. Same format as Fig-
ure 4.
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minority (less than 1% in all our studies). Hence we say that process metrics
are superior at finding nearly all types of defects in a software system, while
product metrics are not able to do that.

Before going on, we comment on certain other aspects of these results:

– We see no evidence of any added value of combining process and product
metrics. If we compare the (P+C) results to the (P) results, there is no case
in Figure 4, Figure 5, and Figure 6 where process + product (P+C) metrics
do better than just using process (P) metrics.

– Similar to Kamei et al. in the case of effort-aware evaluation criteria process
metrics are superior to product metrics, as can be seen in Figure 6. Note in
that figure, many of our learners using process metrics have near-zero IFA
scores. This is to say that, using process metrics, programmers will not be
bombarded with numerous false alarms. But unlike Kamei et al., we do not
see any significant benefit when accessing the performance in regards to the
Popt20, which is another effort-aware evaluation criteria used by Kamei et
al. and this study.

– Figure 7 shows the Random Forest results using release-based test sets.
As stated in section 3.5 above, there is very little difference in the results
between release-based test generation and the cross-validation method o

Naive Bayes Support Vector MachineLogistic RegressionRandom Forest
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Fig. 6: Cross-validation IFA and precision results for Process(P),
Product(C), and Combined (P+C) metrics. Same format as Fig-
ure 4.
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Figure 4 and Figure 5, and Figure 6. Specifically, in both our cross-val and
release-based results, (a) process metrics do best; (b) there is no observed
benefit in adding in product metrics and, when using process metrics then
random forests have (c) very high precision and recall and AUC, (d) low
false alarms; and (e) very low IFA.

RQ 2: Measured in terms of predication variability, do methods that
works well in-the-small, also work at at-scale?

To answer this research question, we assess our learners not by their median
performance but by their variability.

Rahman et al. commented that many different learners might be used for
defect prediction since, for the most part, they often give the same results.
While that certainly holds for their analytics in-the-small case study, the sit-
uation is very different when reasoning at-scale about 700 projects. Looking
at the process metrics results for Figure 4 and Figure 5 and Figure 6, we see
that -

P C P+C
Metric Type

0.0

0.2

0.4

0.6

0.8

1.0

S
co

re

precision

P C P+C
Metric Type

recall

P C P+C
Metric Type

pf

P C P+C
Metric Type

auc

P C P+C
Metric Type

popt_20

P C P+C
Metric Type

ifa

0.2

0.0

0.6

0.8

1.0

0.4

Fig. 7: Release based results for Random Forests. Here the training
data was till t-3 th release and the rest was test release.
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1. The performance for Random Forests is statistically significantly better in
case all performance measures, other than Popt20 and IFA.

2. The box plots for Random Forests are much smaller than for other learners
in the case of precision, recall, and AUC. That is, the variance in the pre-
dictive performance is much smaller for Random Forest than for anything
else in this study.

3. These results for Random Forests are without hyper-parameter optimiza-
tion, while other learners are optimized with hyper-parameter optimization.
This makes the model building for Random Forest orders of magnitude
faster.
The size of both these effects is quite marked. Random Forest is usually

better (median) than Logistic Regression. As to the variance, the Random
Forest variance is smaller than the other learners.

Why is Random Forest doing so well? We conjecture that when reason-
ing about 700 projects that there are many spurious effects. Since Random
Forests make their conclusions by reasoning across multiple models, this kind
of learner can avoid being confused. Hence, we recommend ensemble methods
like Random Forest for analytics in-the-large.

RQ 3: Measured in terms of granularity, do same granularity that works
well in-the-small, also work at at-scale?

In this research question, we try to evaluate if the granularity of the metrics
matters when predicting for defects when measuring at scale. This is one of
the research questions asked in study by Kamei et al.. Here we try to measure
if package-level prediction better identifies defective packages than file-level
prediction. There are multiple strategies for creating package-level metrics
such as lifting file-level metrics to package-level, collecting metrics designed
for package-level, and lifting file-level prediction results for package-level as
explored by Kamei et al. in their study. We explore the first strategy that is
to lift the file-level metrics to package-level. We select this strategy as Kamei
et al. in their paper has shown the metrics designed for package-level does not
produce good results and both file and result lift ups have similar performance
and have been explored by many other researchers. To build a defect predictor
using package-level data, we use the process metrics collected for our tasks.
For each commit/release, if there are multiple files from the same package, we
aggregate them to their package-level by taking the median values.

Figure 8 shows the difference in performance between file-level prediction
results and package-level prediction results. It is evident from the results, that
file-level prediction shows statistically significant improvement than package-
level prediction, with an exception in the case of Popt20. This result agrees
with Kamei et al., and we conclude that the granularity of the metrics set does
matter and file-level level prediction has superior performance than package-
level prediction.

RQ 4: Measured in terms of stability, are process metrics more/less
stable than code metrics, when measured at at-scale?
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Fig. 8: File vs package-level prediction for models built using file-
level process data and package-level process data.

To answer this research question, we first tag each commit into a release by
using the release information from Github. Using this release information, we
divide the data into train and test data using the last 3 releases as test releases
one by one and other older releases as training data. If a model build using
either process and product data significantly differ across last 3 releases, that
would imply the model built using that set of metrics will need to be rebuilt
for each subsequent release, this in-tern will create instability. To verify the
stability of the models built using metrics, we build the models using the
training data and then check each of the 3 subsequent releases in term of the
evaluation criteria used in this study. We compare both process and product
metrics across all 6 criteria mentioned in Section 3.5.

Figure 9 shows the performance of the models. The first row of the figure
represents the process metrics, while the second row represents the product
metrics. Each column represents the evaluation criteria that we are measuring
and inside each plot, each box plot represents one of the last 3 releases. We
applied Scott-Knott statistical test on the results to check for each evaluation
criteria if any of the releases are statistically significantly different than the
others. The results show no significant difference between 3 releases in all
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Fig. 9: Stability of the models across the last 3 releases built using
process (P) and product (C) metrics. Each plot shows one of the
six performance criteria used in this study for the last 3 releases.
The first row shows the results for the process metrics denoted as
Metric Type = P and the second row shows the results for product
metrics denoted as Metric Type = C.
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evaluation criteria (all releases for each evaluation criteria in each metric type)
except Popt20. Popt20 is an effort-aware criterion as explained in Section 3.5,
and we see in both process-based and product-based models the Popt20 does
significantly better in the third release. Which may be because third release
have more smaller predicted defective files than two releases. If that is the
case, based on how Popt20 is calculated it can explain the increase in Popt20
score. That being said, the result shows none of the models build using process
and product metrics degrades over time, thus reducing the instability of the
models. We can also say, as over time, the performance does not degrade and
we have already seen in terms of performance process metrics performs much
better than product metrics, it is wiser to use process metrics in predicting
defects.

RQ 5: Measured in terms of stasis, Are process metrics more/less static
than code metrics, when measured at at-scale?

In this research question, we try to find the reason behind the difference
in performance in models built using process and product data. Most models
try to learn how to differentiate between two classes by learning the pattern
in the training data and tries to identify similar patterns in the test data to
predict for defects. Throughout the life cycle of a project, different parts of
the project are updated and changed as part of regular enhancements. This
results in introduction of bugs and thus bug fixes for those defective changes.
The metrics that we use to create the defect prediction models should be able
to reflect those changes, so the model is able to identify the difference between
defective and non-defective changes. This means if either process or product
metrics can capture such differences, then the metric values for a file between
release R and R + 1 would not be highly correlated, and models built with
such metrics will be able to better differentiating defective and non-defective
change.

To measure the stasis of the metrics, we used Spearman correlation for
every file between two consecutive releases (to check releases-based prediction)
and two consecutive commits where the file was changed (to check for JIT-
based predictions). Here the metrics for each file for a release are calculated
from the last time the file was changed before the release. Thus for comparing
between release R and R+1 for a file, we select the commit the file was changed
last both for release R and R + 1 and compute the Spearman correlation
between them. Figure 10 shows the Spearman correlation values for every file
between two consecutive releases/commits for all the projects explored as a
violin plot for each type of metric. A wide and short violin plot represents the
majority of the value concentrated near a certain value. In contrast, a thin and
long violin plot represents values being in a different range. Figure 10 shows the
correlation scores for process and product metrics in both release-based and
JIT-based settings. The process and product metrics in release-based settings
are denoted by P R and C R respectively, while in JIT-based setting they are
denoted by P J and C J respectively. In the figure, the P P J represents the
package-level process metrics in JIT-based setting. We can see from figure 10,
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Fig. 10: The plot represents the Spearman correlation of every file
between two consecutive checkpoints. Here x-axis label P R and
C R represents the process and product metrics when the correla-
tion was calculated in release level. While the P J, C J, and P P J
represent the process, product, and package-level process metrics
when calculated in JIT-based setting.

the product metrics form a wide and short violin plot and are very highly
correlated. While the process metrics form a thin and long violin plot ranging
between 0.2 to 1 for release-based setting and 0.5 to 1 for JIT-based setting. If
we compare the correlations between release-based and JIT-based metric sets,
we see the correlation value for process metrics increases in JIT-based metric
sets. The reason behind this increase in correlation value can be explained as
in JIT-based metrics, we compare between commits. Here the amount of the
change in file is less than the change when measured between two releases (here
each release contains multiple commits). Similarly, when the process metrics
has been lifted from file-level to package-level, the correlation increases.

So why process metrics outperform product metrics? We think the stasis
property of the metric set is one of the main reasons as product metrics seems
to be more static, thus changing very little with time and between defective
files and non-defective files. When models are created with such static metric
sets, it is hard for the model to learn a pattern and differentiate between
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defective and non-defective changes. While process metrics change over time
and much less correlated between changes, thus making them a potentially
better metric for creating defect prediction models.

RQ 6: Measured in terms of stagnation, Do models built from different
sets of metrics stagnate across releases, when measured at at-scale?

In this research question, we try to measure the stagnation property of the
models built using the process and product metrics. As suggested by Rahman
et al., we use Spearman rank correlation between the learned probability from
the training set and predicted probability from the test set to calculate the
correlation between these two. To learn the learned probability and predicted
probability, we use the defect-proneness from the learner (Random Forest in
this research question) across all pairs of training-test releases. For each pair
of training-test releases, if a file has been committed multiple times during
a release, we consider the file instance that was changed last. Here a high
correlation between the learned and predicted probability, which will indicate
the models are probably learning to predict the same set of files defective.
It is finding the same probabilities in the test set as training set and thus,
it is not able to properly differentiate between defective and non-defective
files. Figure 11 shows a box plot of Spearman rank correlation between the
learned and predicted probability for models built using process and product
metrics on 700 projects used as part of this study. We can see that, a model
built using product data has significantly higher correlation than a model built
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Fig. 11: The plot represents the Spearman correlation between prob-
abilities of defect-proneness across all pairs of training-test releases.
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using process data. Although this value is slightly lower, both in the case of
process and product metrics than what Rahman et al. reported in their project,
the results signify the models built with product metrics are significantly more
stagnant than the models built using process metrics.

RQ 7: Do stagnant models (based on stagnant metrics) tend to predict
recurringly defective entities?

Here we try to verify the stagnation property of the metrics as seen in the
previous research question. If a model is stagnant, it will predict the same file
as defective regardless of whether the file actually contains defects or not. To
evaluate whether or not model built on process and product data is predicting
the same files as defective, we follow the same approach suggested by Rahman
et al. For each training test pairs, if there are multiple instances of the same
file in a release, we select the last instance when it was changed for both
training and test data. We then divide the test data into 3 parts (a) part
1 only contains files that are defective in both training and test set, we call
this recurrent set (b) part 2 consists of files that are defective in the training
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Fig. 12: Performance of the models build using process and product
metrics on recurrent, train only and test only test sets.
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set but not in the test set, this is train only set and finally (c) part 3 only
contains files that are defective in the test and not in the training set, we call
this test only set. A model, if stagnant, will have a high recall for recurrent
set, high pf for train only set, low recall for test only set and that will show
the model is actually predicting the same set of files as defective and not able
to identify new defective files. Figure 12 shows the recall and pf of the models
build using process and product metrics on all 3 types of test sets. We can see
from the figure that models built using either process or product metrics can
identify recurrently defective files in case of recurrent set. However, we can see
a significant difference between process and product metrics, where process
metrics is doing much better in recognizing recurrently defective files. In case
of train only test set, we can see very high pf (median value ≈ 0.8) for model
build using product data, while the model built using process data has a low pf
(median value ≈ 0.0). This is a clear indication that model built using product
metrics is stagnant and identifies the same set of files as defective regardless of
whether they are actually defective or not. While the test only set shows a very
low recall for model built using product data, while high recall for model built
using process data. This indicates model built using product data is unable to
identify new defects. Thus this result bolsters the claim that process metrics
are better at identifying defects than product metrics.

RQ 8: Measured in terms of metric importance, are metrics that seem
important in-the-small, also important when reasoning in-the-large?

To answer this question, we test if what is learned from studying some
projects is the same as what might be learned from studying all 700 projects.
That is, we compare the rankings given to process metrics using all the projects
(analytics in-the-large) to the rankings that might have been learned from
analytics in-the-small projects looking at 5 projects (where those projects were
selected at random).

Figure 13 shows the metric importance of metrics in the combined (pro-
cess + product) data set. This metric importance is generated according to
what metrics are important while building and making predictions in Random
Forest. The metric importance returned by Random Forest is calculated using
a method implemented in Scikit-Learn. Specifically: how much each metric
decreases the weighted impurity in a tree. This impurity reduction is then av-
eraged across the forest and the metrics are ranked. In Figure 13 the metric im-
portance increases from left to right. That is, in terms of defect prediction, the
most important metric is the average number of developers in co-committed
files (avg nadev) and the least important metric is the number of directories
(nd).

In that figure, the process metrics are marked with two blue asterisks**.
Note that nearly all of them appear on the top. That is, in a result consistent
with Rahman et al., process metrics are far more important than process
metrics.

Figure 14 compares the process metrics rankings learned from analytics
in-the-large (i.e., from 700 projects) versus a simulation of an in-the-small
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Fig. 13: Metric importance of process+product combined metrics
based on Random Forest. Process metrics are marked with two blue
asterisks**. Blue denotes the median importance in 700 projects
while the pink region shows the (75-25)th percentile.

study that looks at five projects selected at random. In the figure, the X-axis
ranks metrics via analytics in-the-large (using Random Forests applied to 700
projects), and Y-axis ranks process metrics using analytics in-the-small (using
Random Forests applied to randomly select 5 projects). For both x and Y-axis
rankings, the metrics were sorted by the metric importance returned by the
Random Forest Classifier.

In an ideal scenario, when the ranks are the same, this would appear in
Figure 14 as a straight line at a 45-degree angle, running through the origin. To
say the least, this not what is observed here. We would summarize Figure 14 as
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Fig. 14: X-axis ranks metrics via analytics in-the-large (using Ran-
dom Forests applied to 700 projects). Y-axis ranks process metrics
using analytics in-the-small (using Random Forests selected from
random sample of 5 projects).

follows: the importance given to metrics by a few analytics in-the-small studies
is very different from the importance learned via analytics in-the-large.

5 THREATS TO VALIDITY

As with any large scale empirical study, biases can affect the final results.
Therefore, any conclusions made from this work must be considered with the
following issues in mind:

(a) Evaluation Bias: In all research questions in this study, we have shown
the performance of models built with process, product and, process+product
metrics and compared them using statistical tests on their performance to
conclude which is better and more generalizable predictor for defects. While
those results are true, that conclusion is scoped by the evaluation metrics we
used to write this paper. It is possible that using other measurements, there
may be a difference in these different kinds of projects (e.g., G-score, harmonic
mean of recall, and false-alarm reported in [90]). This is a matter that needs
to be explored in future research.
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(b) Construct Validity : At various places in this report, we made engineer-
ing decisions about (e.g.,) choice of machine learning models, selecting metric
vectors for each project. While those decisions were made using advice from
the literature, we acknowledge that other constructs might lead to different
conclusions.

(c) External Validity : For this study, we have collected data from 700
Github Java projects. The product metrics collected for each project were done
using a commercialized tool called “Understand” and the process metrics were
collected using our own code on top of Commit Guru repository. There is a
possibility that calculation of metrics or labeling of defective vs non-defective
using other tools or methods may result in different outcomes. That said, the
“Understand” is a commercialized tool with detailed documentation about the
metrics calculations. We have shared our scripts and processes to convert the
metrics to a usable format and has described the approach to label defects.

(d) Sampling Bias: Our conclusions are based on the 700 projects collected
from Github. It is possible that different initial projects would have lead to
different conclusions. That said, this sample is very large, so we have some
confidence that this sample represents an interesting range of projects.

(e) Selection Bias: Our comparison between process, product and, pro-
cess+product metrics are based on metrics used in prior work (Rahman et
al. [70] Kamei et al. [34]). It is certainly true that other metrics might be
more important than those explored here. For future work, we strongly rec-
ommend exploring a wider range of metrics; e.g., such as those suggested by
other researchers [40,66,67].

6 CONCLUSION AND DISCUSSION

Much prior work in software analytics has focused on in-the-small studies that
used a few dozen projects or less. Here we checked what happens when we take
specific conclusions generated from analytics in-the-small, then review those
conclusions using analytics in-the-large. While some conclusions remain the
same (e.g., process metrics generate better predictors than product metrics
for defects), other conclusions change (e.g., learning methods like logistic re-
gression that work well in-the-small perform comparatively much worse when
applied in-the-large).

We find here that issues that may not seem critical in-the-small become
significant problems in-the-large. For example:
– Recalling Figure 14, we can say that what seems to be an important metric,

in-the-small, can prove to be very unimportant when we start reasoning
in-the-large.

– Further, when reasoning in-the-large, variability in predictions becomes a
concern.

Thus when researchers or industry practitioners attempt to:
– Generate guidelines or best practices to either train new researchers or de-

velopers;
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– Create tools for quality measurements, guide developers to follow best prac-
tices or helping developers or researchers in other ways;

– Study data to find general defect-related trends/properties of open-source
projects;

then it is better to use findings from in-the-large analysis. The reason being,
if the lessons learned change from project to project, it will be very hard to
generate guidelines or create tools that are stable enough for an organization.
This is an issue since:
– If the guidelines or tools are not stable, then developers or researchers will

lose trust in those tools.
– Also, when trying to find general trends in software projects, trends found

from an in-the-small study might change when the selected projects are
changed and thus, those will not be general trends but project specific
trends.

– We found that certain systems issues seem unimportant in-the-small. How-
ever, when scaling up to in-the-large, it becomes a critical issue that product
metrics are an order of magnitude to harder to manage. We listed one case
study above where the systems requirements needed for product metrics
meant that, very nearly, we almost did not deliver scientific research in a
timely manner.

Based on this experience, we say:
– Industrial practitioners should make use of in-the-large findings or re-validate

in-the-small findings with in-the-large analysis before applying them to or-
ganizational level either to create guidelines or to make tools.

– Analysts performing analytics in-the-large should use process metrics and
ensemble methods like random forests since they can better handle the kind
of large scale spurious singles seen while reasoning effectively over hundreds
of projects.

– SE researchers must now:
– Revisit many of the conclusions previously obtained via analytics in-the-

small to find if those findings still hold true for in-the-large analysis.
– Perform in-the-large analysis when trying to find general trends in soft-

ware projects in their research.
More generally, what is this work saying about the notions/need/bene-

fits of quantitative versus qualitative in defect-related research in-the-large?
Quantitative studies can scale to a very large number of projects (as shown by
this study), while qualitative studies can find specific, nuanced features that
are specific to that small set of projects (evidence, see Figure 14). However, it
would be wrong to use this study to say (e.g.,) “stop qualitative studies” since,
in our experience, more can be achieved by combining the two approaches
(than just mono-focusing on just qualitative or quantitative).

For example, previously, with Chen and Stolee et al. [16], we have argued
for a marriage of qualitative and quantitative methods to effectively reduce the
effort associated with the partial replication and enhancement of qualitative
studies. In the case study of that paper [16], a qualitative study explored
factors influencing the fate of GitHub pull requests using extensive qualitative
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analysis of 20 pull requests. Guided by their findings, we mapped some of
their qualitative insights onto quantitative questions. To determine how well
their findings generalize, we collected much more data (ten times as many
additional pull requests from hundreds of GitHub projects). This combined
approach resulted in a new predictor for whether code would be merged. That
predictor was far more accurate than one built from the study’s qualitative
factors (F1=90 vs 68%), illustrating the value of a mixed-methods approach
and replication to improve prior results. We conjecture that that case study is
representative of an underlying methodology for scaling and extending primary
qualitative studies that require expert opinions.

Hence, we argue that one future direction for this research could be to
encourage more studies that replicate parts of primary qualitative studies us-
ing quantitative methods (since these scale to a large number of projects).
Further, we should not stop there. The insights gained from this combined
qualitative/quantitative approach could be used to design insightful subse-
quent studies.
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