**Deep Learning Networks Synergize Pathology and Genomics**

Currently, the integration of heterogeneous data types is actively used in completely different fields and is a promising area of research, especially relevant for medical science, opening up new opportunities for both diagnosis and a deeper understanding of diseases.

This blog explores the approach of combining various data modalities: histopathological images and gene expressions – to study associations between cellular morphology and gene expression levels.

Histological examination of tissue specimens, obtained through biopsy, remains the gold standard for diagnosis and accurate evaluation of different diseases, and most diagnostic labs all over the world still use pathology images as the first step in diagnosis. To further confirm the diagnosis, the image inspection-based features can be augmented with sequencing or molecular data. Automated image analysis and computer vision algorithms help mitigate the subjectivity between the pathologists and provide an objective method for predicting patient prognosis directly from the image data. To use images (unstructured data) and to combine image information with gene expression (structured data in the form of a matrix), we need to transform images into feature vectors (embeddings). One way to do this is to train a deep-learning network to classify images and use it for getting embeddings.

In this paper, we use this popular deep learning-based technique and show that it works well for pathology image classification. Further, we extract features from the trained deep model and build a classifier that shows good predictive accuracy for the chosen dataset. Later, we can use these features from histopathology (which are cheap to obtain) to predict the other modality – gene expression (expensive to obtain, but precise).

**Data Preparation**

Here, we use a large dataset Genotype-Tissue Expression (GTEx) that contains both gene expression and histopathological images of various tissues for relatively healthy people. All the data can be downloaded freely from [https://gtexportal.org](https://gtexportal.org/home/histologyPage), including the list of images with the labels, by pressing the button CSV (`GTEx Portal.csv` from <https://gtexportal.org/home/histologyPage>) and gene expression archive file (`GTEx\_Analysis\_2017-06-05\_v8\_RNASeQCv1.1.9\_gene\_tpm.gct` from <https://gtexportal.org/home/downloads/adult-gtex/bulk_tissue_expression>).

These data include bulk RNA sequencing (RNAseq) and standard eosin-hematoxylin (HE-stained) histological images for each sample across 40 types of non-diseased tissues. Gene data are in text, tab-separated format, whereas images are in Aperio scanner binary (SVS) files and require a special package (we used `*slideio*` Python package) or software (e.g. ImageScope) to be imported. Although the GTEx portal hosts 25,713 whole-slide images (WSI), only 13,797 of the samples have corresponding gene expression data (from 17,382). More details on the dataset can be seen on a Power BI dashboard (Fig. 1), which was created for a better understanding of data content.
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| Fig.1 – General information about the GTEx dataset |

We start with a certain number of slides per tissue (50), cut them into smaller images called tiles (or patches) with size 448 x 448, save them as `\*.jpg` files, and exclude empty and bad quality tiles (Fig. 2).
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| Fig.2 – Examples of excluded tiles (filtering step): dirt and almost empty tiles | | | |

To do this, we have several stages: 1) filtering by image file size –a dictionary was created with tissue names as keys and its threshold file size as values, and all files with a smaller value were removed; 2) filtering half-empty tiles – every tile was divided into several pieces and checked standard deviation for each of them, and if it was less than the threshold value the tile was removed; 3) filtering dirt tiles: for every tile, the standard deviation for three color channels was checked, and if it was less than the threshold value the tile was removed.

The next step is to create a balanced sampling of tiles – 100 tiles per slide; this should result in 50\*100 = 5,000 tiles per tissue and 50\*40\*100 = 200,000 tiles in total. Some tissue types, however, were presented by only a few samples present (e.g. *kidney\_medulla* – 4, *cervix\_ecto* – 9, etc.). In such cases, the proportionally increased number of tiles was taken (for example, *kidney\_medulla* – 1,250 tiles from each of 4 samples to obtain 5,000 tiles per tissue). We got approximately 200,000 tiles from 1,803 samples across 301 individuals at this step. The GTEx sample class label is the sample tissue type.

**Gene expression data** should be preprocessed as well. In the downloaded file the expression of the genes is given in “transcripts per million” or TPM. This metric is based on the number of short RNA fragments of genes detected in the sample and is automatically normalized for gene length and total RNA abundance in the sample. The original file contains 56,200 gene features in rows (including protein-coding genes, non-coding genes, and non-annotated genes) detected in 17,382 samples in columns. TPM is a highly right-skewed measure, so it should be log-transformed to be used with standard data science tools (e.g. PCA). As recommended in the field, TPMs were log-transformed by the formula *logTPM = log2(1 + TPM)*.

The majority of the genes in the dataset are of limited interest as they are either lowly expressed or non-variable. Therefore, we used 3-step filtration: 1) lowly expressed genes were removed – we kept genes that show reasonable expression (*logTPM > 5*) in at least one sample (Fig. 3*a*); 2) we kept only variable genes – standard deviation above 0.5 (Fig. 2*b*); 3) we excluded genes with non-standard or repeated gene names, as those are either non-coding or unknown genes. This reduced the number of genes from 56,200 to only 17,408 informative ones (Fig.3*c*).

|  |  |  |
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| *a* | *b* | *c* |
| Fig. 3 – Filtration of RNAseq data: *a* – distribution of maximum gene expression values (the vertical line shows the filtration threshold); *b* – distribution of standard deviation values;  *c* – the distribution of original data (black) and selected data (red). | | |
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| Fig. 4 – Comparison of training time for different CNN |

**Deep Learning Model**

Deep learning stage was realized with PyTorch and base neural network architectures. We trained several torchvision models: EfficientNet\_B0, ResNet50, DenseNet121, and ConvNeXt – to select the optimal for our task. The shortest training time was observed for the model EfficientNet\_B0 (Fig. 4), and it also turned out to be optimal for further research. So, in all cases, if the model is not specified, then ***EfficientNet\_B0*** is used.

*Some details about input train preparation* (Fig. 5)
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| Fig. 5 – Standard batch with tissue tiles |

*Some details about dataloaders*

During several trial runs, significant differences were observed in the results obtained: in some cases, the accuracy at the end of the first epoch varied from 3 % to 70%. To avoid this, the generated `*dataloaders*` were saved and downloaded every training cycle to be the same.

Also, some additional tests were executed to check the reproducibility of the results when restarting the training:

1. mode `*restart*`:

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAfwAAABYCAIAAACfytIIAAAAAXNSR0IArs4c6QAAAAlwSFlzAAAOwwAADsQBiC4+owAAGfJJREFUeF7tXU2MG8eVrvFFB/9s7AFiR7IhQlpYHMOAbexKGKzWYCMGFAKWLc5hAkFxECILzNCHSNTB1txE30bKYWgf1jMCNiEQSRhIh6F+DpRgr3vWVjAeRVECbDy0YCkU9GcHltdeZw86cV9VdXVXs6v/2N2cJvkahDAqVr1676vq19Wviu8babfbJEWXXsnWMo1aMROXTlfOHTt9jzw+tufQy09SmZ+dm/nkHnlkbP++lzfG1QfKQQQQAUSgXxB4qF8U7U7Pz86d/n5s/9SU4fFByHOvzU5NTT669ruPv+pOJLZCBBABRKCPERhwpw8j8+ioc0X/ox880sdjhqojAogAItA1AtTpQ0ilosM//KroQphZlC3WWkZhq1Y06sk1Hd1TkTVWVUgWYi2hUk9UBX6VFrs2BRsiAogAIoAI+CFgrPQXS7rWpNf83sUa8/Dg3SG4zsqaDU2vcLev12Yz87yw2axoXtIXZ1vFxsz4YgnEzO8lrRYIAN9eIkb7xkyrxB8mcinU9LpWd5PTW6XPfm/77t7//vEfjDrrbBx99H++ve+HDX6PCCACiMDAIWA4/fGZIvfgWqXJdlFbur6yMpvny+/87MoK9dmEZDLgxT3X+CZCQuTeorkrC47f7IhkNG2cSdX1RavUB+Ad58nkdenznmv9rz4+cuzY78grVjRfrgqR/a3XZ44d+81nAzeiaBAigAggAh4IeMT0x2eMhb60rM8Ua/R/mk6fBVbQp2cQB1/pP/nyoampn5MPjyg3bOEMz/WtsKP7y+d6pjp2hAggAohAChBwc/qZTGZl1ojpONWE9wEIBBmr/+BWMKE1nTeASNHKXk1jbw8ruk5fJCCk5BPTD77SZ324hXHcwj7BTcGaiAAigAj0JQKuK32t0pghIr4jAjryNi4E572D+go8qNAWhIfYlm1rpsEEZIoVo6c82wXoSxxRaUQAEUAE+gKBkZT9OCtm0HgY57XOIM7dj0+6hvtj1gDFIQKIACKQJgQG/5z+vetXHIDf+/bvaRoE1AURQAQQgV4hEHWlDwEfONvTqe3eeZ/znL0yjxBMw9A7rLEnRAARSD8CUZ1++i1EDREBRAARQARMBAY/vIODjQggAogAIoBOH+cAIoAIIALDiACu9Idx1NFmRAARGFoE0OkP7dCj4YgAIjCMCKDTH8ZRR5sRAURgaBGwnH69NjLyDvvU6nHBwTImW7mavcTermrvjGjnm3F17S+H/rw4kG5gxTqkGbIMCKIo1HHqqCz0BwZrIAKIwAAjYDj95nlt4iaZfrXdPtxuFwt9Z3AQv9idUTQfUGumEh9/Y1g19Eoe0lmLjBfN6vsjI0fE5/2qeEhCLgtNz3c8w5SFYfvH+ogAIjBQCAin//UyIdP5f47ZNpqYLeDPtJ4u64fb+u5szBpEFNeqVcDjxkjZG1YfvWLmKDKbTu9qtw+xz5tlCy+awqhVcrp9Z2FYHbA+IoAIDBACHjH9eolHe+BTNVaU8EJA/2ahGCj3isaYudn8IyPNatXoyBLIuiidNzoyFVAgzzqivwqmif5tGZ/l9HBWIMcsFb8kdmf5oplAiWAa4F2rWcbknoS9LLZS8+Ijk5WVJEh+u1WrLUp8BD7zLlMsCgocq6aqkHXmPy4DNM3RFEQAERAIPET9+DsjENshZGGCunKtehv+Bkc8sfAPc2sQ7Tm8NP3dwTEz0P9dvfQBmT/cXtpMlq9U625Q8sz7PkRYvHG2XGa9OEQtXGmWQYFXp8l3B6t/cOmJdUSTc0LuB3bxdTnND6FrnBHASt2pLiUqli8qA0hfNI1Kky8nyxgkCmU0A/Saz5jJo8nK7CznCZP5yOjKXSi113iJgBBOqygEEGu53mrx7NP2a+GiEd4pXe34RtP2GlmqpS+UhXgHIAKIwJAi8FB2tw5xfPDgEN5Zoi5eLz9NyO1G/TuS+8c8ix4U8vDtzYbw78vZ52lUoVCEyvOFJHHL/VO5W/mU+cu5RlaXEqJg+aJ2gc8FCoBOCx0sY1DBYv4FQgDGDMmuvUYsnlIGmIWSPKMmcIeZ7ymUJVgIoA+djv6z5TdFbGfX9MJFrXrHph505BwQRyF7Rq1jzCrJOYOyEQFEwBuBLo5s5rJPIao2BCDwvijeM7zfbRhHJGcpoNuzluMVzaV3FT+QX8o734382uD3iAAiMOwIuDj9pzOwll/+osEOh9QbEPzZnO920d0LiOmC3FpgQ4+0YFHXad/0+IuRB1Rd6qogLJFtQl0q0jrGipwG4b3sVRPLM+ZhxelRyjSmekFgPTQvVBceK+Q32bpTvps4CjGm34s5iX0gAulEwG2lX5j/t7kchPJplH9iYfNS6HOcPOABsQq+sPXaNuQ7xhML8Ji5MgYbDCW38L0HhFrR5PniXWkVCKSzrd0SmTHpuKzSWqbhu+FAnS4ncvS86F6pWL63NE/qL1BTMIexTWfu6SHcIpS1cw/TpwF/conLOrI5dqOwJp/eYc834Jh3xKOUhX424feIACIwoAgMRWplun0LG6Wh2R35dnB3LdXzBR6F8LQxojrGrrJncN3WwGcOKpWN24IBvQ/QLERgaBDoIqY/NNiwNTg9/B7b6UZ7sAjCLiwM5XXBq0lmtvNHV8oG/CcFHQ82ZeEwDSDaigggAh0IoNP3mRI09CKdwow2gSwOeBs1vI/bBzL5GgtZeVzg3eGAqtPlOwujWYCtEQFEoM8RGIrwTp+PEaqPCCACiEBsCOBKPzYoURAigAggAulHAJ1++scINUQEEAFEIDYE0OnHBiUKQgQQAUQg/Qig00//GKGGiAAigAjEhgA6/digREGIACKACKQfgbQ5fT+WKjOzWSDOq3XA38eAEBmnu1LepXs/WN37CkF+5hSC1F1dDSI2QgSSRCBtTt/PVkbLYqVK9queuu9DZJwG3a+Vfnq22gpsxLqzfHVqitRdgccOKyICvUKg35x+r3Dpw36SYfkKQX6mwkzJ59WH4KLKiMDAIJCQ03dno7Iyz8us5GYpZGgzL6tqbHkQAo+bxXtVrOmUaEqkjJMormStYjeg/uvTIz/98wJ5cPBt+AM+H9a58q1Vjf6XfrQT9yW0HCxfUpp/GVYHSRfV3YqWWXTDbqEoJQSug6Xk8wo8DlgREUAE4kagncj10eFt27Yd/uivv/3Ftm2/+O1f4b/wb7tNiw9/xHuk37FCW6moSb/m3/Kq5t+iqRATTv0L7VNbbJ9Pv1ALkDQXhkCPls42tWWzAhlgVvLR/vPpyTNzBggciU9zVgl8e2r6E0NEJ0YusFKwTejE39QseVhs2HboyoDpBN9rsDhStvELN2ZYGxFABOJEIKGVPjyaFGxUlAnKpJxlfCI0WzxN/WsnoqXrWWC+MtIVMwZc97zyoZ6Cu8jkddtnx1b39gbzlqQcpS8sMjZGuICGkOfw76EBd75f3p4tGwo8m99Omi1jse9Imq/UiurqJOlii3Gewhlw72AFtuPDuMccad18BkvJ5xVq3LAyIoAIxIVAck4/sobjnEvWuLrIi6zQ4CI5vdX2Wb0eWU9XAUkYEIO2KpIueIAxr099vpMVOECnKbU1gOZYBREYMgR66vQpKYlJGw4kUpz1mxLIcqoSevrEiOmzqhW/3JKhByvUSt8pnZKaiISXlCSL06bHYwCPlNtPoo5mNz5oyiy4mx7NXW4a53laq9XLGwo7R7maDpYvpVa0mpKki7K7wCDoOqz6jRcJJbj0/cyEQNTwGyw113DowcMGiAAiEAMCPXX6QGcFaYIZnRUQWrVmeCpgK98w8JWYpzFpVcLZZC2KKfpYYPSyK0aMosen9XmeZa6UxXEbxoAQhGIAzWh58omFd6WN3MwO/cDDxtbu2zezB14XoR6amN/O8qXWyp2kS9NapbyuFemQ8EupqwyBubutHixTjorPK4a5iyIQAUSgCwQwtXIXoKWzSUo5slKqVjrHELVCBJJHAJ1+8hj3rIcg/Is9U4Z3hC6/x4Bjd4iAHwJ97/QhBiEfQuf2wraiJ/OsHyr9+z3AoWvdsAEnYjK4/AqpDOlQJIIoCkUEIiPQ904/MgIoABFABBCBIUKgtxu5QwQsmooIIAKIQBoRQKefxlFBnRABRAARSAgBdPoJAYtiEQFEABFIIwLo9NM4KqgTIoAIIAIJIYBOPyFgUSwigAggAmlEAJ1+GkcFdUIEEAFEICEE0u30WdaFYMn0Q1SNDqWVPL7HeSBCq54kLDSzv8jyH1oxluUh2NC6yrZS/6urpJ5bswvU4mxiH4Fo3JZJ84DGaTebe2m/c+M12CYtJU7f7/ZNEIHwovUKzRvEs3+K5J/rbUBS/TdPnAW2ltKl8Ch5t+gJs2O/c2tSCC99OFJebcYNP8hzjEA0bstwPKBKe+qlIyMj7FO66mNw/aRRc+Rk3azavKDx5iPvVwVilkxablbWKvOkFHHJkcCY9EhkSpy+i7VsJgX7QWeIqhGhpTn0Ib1ZRCk9ah4RlvuNyw8vHXhi4ffXYtU3GWbHWFUccGHKEVhPbstm9f0JsqvdPgSfJXJRq8rJZe2DAc59giyxmu0lMqFdYB7+amnsRmGNFa5tqY9ZD4Pc3BtcbLu9r2BKArefSSCNb19MmwSdvoIYkb1BcvZBk4CQvRdaeTPNcI7i3dyNw1D5Gi91b5EdsgVOR+ZOVuZQSzV6nTk+eXjCzYDo469AkL2X2u117V8BizuNpVLb1vX6pmcKO5+ZvnzLWlCZfI1v31wWrfgLgY3EEaqVV6uU9PFs9RKjeDRXrJBV28bU4qqVmlvTHEI6a8wrfnJNMEo7ca1a5nZZDPWMydL4iHeg+9WyMFOy1AkLk7laYnXqDDST89ISawB1jVZ79xty9+YY7+7XxqNXEmuG19QK0BcFFblm5wgIFOPmtgx6Z5Gr1YNkrvwS0+NqY4Es1//b7fWmXv0Tmctx911v3CLLNxpN0qyuLEyPl7O0sNm4sUxuNawZq74TIZs4MRO9R79Z+0lCnDRckiw1MSLj2jPI9mSOPsZDqCJAtJerOQwtvkClCCrbQRBI21jEgUJuMCpGpa5uBnTA+/mv7HyNr7a/dhsAd2pJwT0osxC69m//woXG0kWHteNnOB3j0lHByyjzNdK/P1jqbAskjqyQfnsqd/xraEugRKrsYHZUa+U+hQT3omWbB19jwJFRQADmE0FISf8++nlnJTDqwKdrtPTruQOniPS3SWMpmhiwMJlAgUmpLkGgKRb+AKx4Zfnv9icfCLFCEpSYmlh/KxWAQjvdpiu3pmVZJG7LzsaqO+uL9hk7ZekHF9prjRw5QWcN/ePf55bEfxWjcnsuNztNq9I/cnN/5P9dmoa/b9OpOj1Lpv9o+y+ZJezDK0hX91PD7abtj/KEVvpqYkT2MBRke5SOg7ENhrucHIbe7fUKpPwSkXclWSBvL2gQaTwkHpYulV7PvmfnazxPDA4UR2V3BMdnKpznBOiuumCRVNBYuiB4rXqGZDfRLwv/YkR4mpe+lPgapXbWihLI3P9PDOsT5Z9R+3J7XuQLM36pOFWcWqkBYHSNDp6XhMg1QdftL8zvpDpndz6Vu/MtX3xaC21417n7vbkinZ7cwVaao+XqJG8lLbQlWAzCyw1zk88KSCCM9mD5zH/yVfnYmQfLdyXKe/vw1H//Dbn8Z2P9Du8BQiuo5VBgNLPpAbAvmC8TXiMgvoud27LzztpKXrdTlr6yy+gbIvVj98vtN/mC3fO6Who53iwf0ss/lKr9raodqWbfaM/zNwZ6FeZ5YAdiPi+Sg8dLdVlq3wRp/dAI+X1CTj+kFklVh7fLWsZwkUYfKrLApLp3yr22387XuJu43ty9U8qlp0u3Fgh1GdS/gHORIzydLa6V3v1m+sBk+xR8XpheF817xtfYWi2dIXNHmbFHN+e8jA0FywZDJsVwsv2W+TxQdCCgZjWr/Emjvgpv0Trz5JIcHVqX8bE6vU7O2ilLP7xIsj/MklsT1dE1HnZv3l/OjbqYtSmTJQsTK9m1Q/O06t+ay49lsySbfWz54EX2GIBlyp1Wk2QzbL1iXtnnC56Dtc6o9LL7hJy+mhjRZhgNK5p0rPSZ28Wy3xsp2KxqFW3bwG5kgdERD2hA8JW+P4KUr5HxTdIrYP8ehnbSNcKKMrfnx8yP08/S9m8al+BOelh4/2slM6bfgiXwBv5O0DzRXPBD08HsqGzgxq2ZIQaHu14xY/p+fI1+GvHv2a6Ay5GO+umbZPtW6oeAm548zPfxodDc1VB0EQIWtiSvqk7pAEGm9DIBvWQ3blh4N9xJ2ezPXqfPJ+udwGsEHO9hXrAEA9ZeS7nSfyk/TXKF55mjv1Ot3hJ/M5jpqR7rQE4h/wzJbcnz8D2E8tnf2fyWHHkmX2Bd1ZcPLou/zb4VhfRlsl9OZHSDtFubhJy+mhiRKbEo6BLJvOSQ2a4K5yHkt10IYkR1VeYTRGcG+awrWWB0SB0GRBWppJakQlcEX6Oucb5Jdjn7D4GgQtdrDYmAF76nvub0anPnK+D9J2gUopk9Khb1mR3l7cY7wdjdp+Y2+pjuYHZU11cDAKcu9vJRrWUa83uF9SpyzWgAcMkikDJBXtBZqIrsfHFuI0fgdHXjZq/XmjCwFN768RwRG7byGVkqxOiOb+SCBxdDQHVwhG5kMNlWMP+8/WWhbL4TeIwAREA7HCGL9/jGEcPxgDpHvDD/RqF+nB24PF4vvMEW7C5XYd9a4cYYO505Vt+ypv+E+v/sT3Q4ycOPbNKzPcZBHevIplRoyKVBweGM8PR062FYd07iAznSNlt8akSU1B/zQL15G9H0lDR3GQHXQwpi7zwl6sehxmDcSt0gkdRKP+o6F9sPMgL8QPjQ/jgmBUOrHAF+eF8+xsCPA8MrZbAfy6TAsKAqsF9Y2rf7gjbt+3ro9JVDaD/kbxzsRycV33SngbZM709J47iaQ+gYAXD5toAhrcl/ZztwHh+2b0q26HJ8E7sfJCFdYj+MEuqICCACiEBMCOBKPyYgUQwigAggAv2AADr9fhgl1BERQAQQgZgQQKcfE5AoBhFABBCBfkAAnX4/jBLqiAggAohATAig048JSBSDCCACiEA/IJA2p+9HpzRAZEh23pMr547NHKOfIx9/JU0cZq+N5OercyeNmr/5LFUzLEmSLrWhfswxPpPFb675oxtRAf8OEqsRYrBCVI2ubv9w0kW31S7Bby513Z+TJSxtTt/PtEEgQ3Kz8fGxPbNTU4deftIThCdf2zc1O7Vn5yN+UIX7ProHDNdfL2p7TZZhoe5KzJckMYBp5KRLws6kZBrcYVaeItqRkyWs35x+UnClVS7zW8mleo7T7IgkXXGq4itr6Km7QgxWiKq+uHtX6CtOuoi2xt+cJ6Zee9GZS7STJSwhp+/O0KQmQzJLS4sWGvFzIbmSZKn4tGSSLS8aZTc+L7m99GNeNe+TYg6YFZP+JTDDGYAXmdyEsWraIwkqKyWlG3dZpWanSVNP9ZCzJTpzVhLUXcopFP+tTSUiJ11QXK17k/6q3giTyi8/4m/Xm9ilJ6dvciMJUzs8P+dgRXTl+82TzL2wz8YHaVO8gyWsm4Q9/m1cGJrc2aAEt5WZBcmDC8mVZ8tfL9ZUME+Z2aUsDi2ZT0su9ZKs5vOipWaWKtNuudSe3OoPZxdm/+tLZz8uaaG+PHti4T/+4mnwp6/aWbp+5Vlb0Y8voVgHQp3Zutgk4Bh4Z1gLM1vUCIZjzkqAuks9hRjiMWeXQ066ALe5qMKmsEGoJ7sWk2NPDI76JnbpSTnb5K5kz2LryvAIrG4HU6BSVdkfScp43NqceoyxudkueRYmtNKHx4yCoUlNhkSTuc4UNfsjNTkuJCdJlgufFku+37GL6rbCcPJ5QVpyi+EJOK4YXYCa9ynosiVkvR3n7Sxd74Vsz6orCMWspQu8HfiQIAiWL990/0FnSyzMWfFTd3lQsnWDukcb5KQLC6hJ1ZcZ904QHZSUz903dbICugwWm8S2xHaGTQpVlV6oi1tbziGdnNMPOzaO+j3jQqK+bR5C5+Iy8kvxZFNNTbeS/Ee2qZcCVnfbWbr2x9I57LUtCrTMdPaxSI4mpJezRanp+lKyRQMvfOvUcdKFNyFKi97NNqUXinhr99Tpu5Ehja/oegvGgJ6oMGL6obmQIvD7ePNp0a3U+fBktFRojdHBULtqi+OUJYw+bp28T1Fmn0fbcMsB0NeXKIOaAu8rBskGtSoh1ZlY5WxRIxhytiRB3QVvhZ4R1yBIBZnD/oxqZCg46YJg5f3CxG7MyuxKkJGx1fGfbWIEXAaL0oObziFY93YvFO7W5j5IYgnrqdNX82nR1N6cNSvfKjZmgKaHXpQ3SXBp2fdgoB6MFGdPsu6zYPw+SoTVfFryBgrkYQ17goZnruVcYHnIUs5fH9S8T+pxj8pFFGw2iVqZYtFgpPKMaNFqxoZvvqWJwYqDo8qprpI6Kw7mrPipu7ymkGq2qscm0Bx2ZVQbLk66QFi5wGzOYXA43bytqn0TdOZgBXQZLNk5uDJ0cl8tDkLQsxbeXoif1xz70zL534NjwCB2si6Zb2cJC7Erku6qtp3TdKuq0s5tI9fFkgAbuf2HQe80jnlzNS7Fu5/DKTUoLmAUcrrHKhmlUj0C9mMavV3ph1t8Bq49uPw+gSHAiqEQSB91F87h4AOIWAXHitbsZAlDEpXg+EG8Rf4ZAW8IWzqxEAtBGobT96hA+F2u549yIQ3DmUt/pzWf/depXz4XXP0U1EwUwdD2gTa61uNfviWFAPhBiFX02JjQiDMHlOBN1I1C7m3CqZraEXBOc3T68U4UlIYIIAKIQKoRGIjwTqoRRuUQAUQAEUgRAuj0UzQYqAoigAggAkkj8P/NNGWaLdep1QAAAABJRU5ErkJggg==)

1. mode `*at once*`:
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|  |
| --- |
|  |
| Fig. 6 – Comparison of different executing modes |

As expected, there were no significant differences observed, though the results for `*restart*` mode were a little better (Fig. 6).

The investigation of the best learning rate for our case also was done (Fig. 7), and it resulted in the value **lr = 0.0001**, which was used for all other training cycles.

|  |
| --- |
|  |
| Fig. 7 – Training results for 5 epochs with different learning rates  (*var* – training with the changeable learning rate) |

The investigation of different architectures showed that all of the above models give similar results, which differ not so much (Fig. 8). Among these, EfficientNet emerged as the superior model, demonstrating optimal performance in the shortest training time.

|  |
| --- |
|  |
| Fig. 8 – Training results for different neural networks (5 epochs) |

The evaluation of the model's efficacy was conducted through the analysis of a confusion matrix, which revealed a high degree of accuracy with only a handful of exceptions in tissue classification (Fig. 9).

|  |
| --- |
|  |
| Fig. 9 – Confusion matrix for EfficientNet\_B0 |

A notable observation from the confusion matrix was the recurrent misclassification between *subcutaneous adipose tissue*and*breast tissue*. This phenomenon can be explained by the inherent histological similarities between these tissues, also due to the inclusion of male patients in the dataset. Male breast tissue, being predominantly adipose, is the same histopathologically as subcutaneous adipose tissue, thereby leading to occasional classification overlaps.

Another pair of tissue types that presented classification challenges were *esophagus\_gastro*and*esophagus\_mucosa*. The difficulty in distinguishing between these types stems from their closely related histological features and spatial continuity within the esophagus. Both tissues are part of the esophageal lining, with subtle differences that can be challenging to notice without the context of their precise anatomical location, making their differentiation challenging.

Furthermore, the classification of *skin* tiles as exposed or non-exposed to the sun revealed a significant number of misclassifications. The primary distinction between these two categories lies in the epidermal layer, which is directly affected by sun exposure. However, the histological features of the subcutaneous layers remain unchanged regardless of sun exposure.

The confusion matrixes for other models demonstrate the same results (Fig. 10).

|  |  |  |
| --- | --- | --- |
|  |  |  |
| **ResNet50** | **DenseNet121** | **ConvNeXt** |
| Fig. 10 – Confusion matrixes for different models | | |

The ability of deep learning models to classify various tissue types highlights their potential to improve diagnostic accuracy and our understanding of tissue-specific characteristics. Future improvements in tissue classification may involve refining models, integrating more contextual information or adding a different modality.

Interestingly, analysis of different models shows that initially, test results outperform training results, but this reverses after 2-4 epochs of training (Fig. 11).

|  |
| --- |
|  |
| Fig. 11 – More detailed results for different models (5 epochs) |

|  |
| --- |
|  |
| Fig. 12 – Results for EfficientNet\_B0 (30 epochs) |

The question arises: can we consider that overfitting starts from the moment when the train results exceed the test and whether it makes sense to continue training if the results are already quite good?

Continued training of the EfficientNet\_B0 shows that the training accuracy is gradually increasing to 98.6 % by the 30th epoch (Fig. 12), and the testing accuracy fluctuates around 88 % after the 5th epoch (has reached a plateau).

**Image Embeddings**

Exploring embeddings from deep learning networks at different training stages shows a complex relationship between model accuracy and embedding quality.

To visualize 1280-element embedding vectors (outputs of the EfficientNet\_B0), we employed dimensionality reduction techniques, including PCA (Principal Component Analysis) retaining 40 components, followed by non-linear data transformations UMAP (Uniform Manifold Approximation and Projection) and t-SNE (t-distributed Stochastic Neighbor Embedding). These techniques transform the high-dimensional embedding vectors into lower-dimensional representations, enabling visualization of the data in a two-dimensional space. UMAP is particularly effective in preserving local and global structures, bringing similar objects close together in the embedding space.

Our original findings suggest that despite training the network for a shorter duration (5 epochs), the accuracy of the model is only marginally lower compared to models trained for longer durations (30 epochs) (Table. 1).

Table. 1 – Results for models trained for different number of epochs

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Epochs** | **5** | **10** | **20** | **30** |
| Accuracy, Train (%) | **89.79** | **95.38** | 97.96 | 98.62 |
| Accuracy, Test (%) | 88.12 | 87.76 | 88.39 | 88.32 |
| Loss, Train | 0.30 | 0.13 | 0.06 | 0.04 |
| Loss, Test | 0.37 | 0.44 | 0.54 | 0.58 |

However, the visualizations obtained using UMAP reveal notable differences between early-stage and advanced-stage training (Fig. 13).

|  |  |  |  |
| --- | --- | --- | --- |
|  |  |  |  |
|  |  |  |  |
| **5 epochs** | **10 epochs** | **20 epochs** | **30 epochs** |
| Fig. 13 – Tile embedding representation using UMAP (1st row) and t-SNE (2nd row) | | | |

In early-stage training, the tissue representations appear undifferentiated and lack clear clustering patterns. Conversely, after advanced training, the tissue clusters become much more defined and distinct, indicating that the model has learned more discriminative features and is capable of capturing finer tissue characteristics.

Thus, despite potential overtraining, networks that perform better on the training set can extract more relevant embeddings. Here, we should note that overlaps in tissue representations are reasonable due to common histological structures like adipose tissue, blood vessels, and fibrotic tissue across organs.

Further improvements could be achieved if we switch from tile embeddings to whole slide image embeddings, – this was done by averaging embeddings from all tiles of every single slide (Fig. 14).

|  |  |  |  |
| --- | --- | --- | --- |
|  |  |  |  |
|  |  |  |  |
| **5 epochs** | **10 epochs** | **20 epochs** | **30 epochs** |
| Fig. 14 – Slide embedding representation using UMAP (1st row) and t-SNE (2nd row) | | | |

In these cases, we observe a similar trend, but clusters are formed more quickly and clearly – almost all tissues are separated after 10 epochs, and the complete separation is already after 20 epochs (Fig. 15, 16 – more detailed enlarged view).

|  |
| --- |
|  |
| Fig. 15 – Slide embedding representation after 20 epochs using UMAP |

|  |
| --- |
|  |
| Fig. 16 – Slide embedding representation after 20 epochs using t-SNE |

**Integration with Gene Expression**

In managing the high dimensionality of gene expression data (17,408 genes after filtering), researchers often use two main strategies: dimensional reduction and targeted gene-by-gene analysis. Each approach offers distinct advantages depending on the specific goals of the study.

In the first case, as in the case of image embeddings, UMAP or t-SNE can help visualize principal components (as depicted in Fig. 17, 18), which closely resemble slide embeddings demonstrated above (Fig. 14, 5 epochs).

|  |
| --- |
|  |
| Fig. 17 – UMAP representation of gene expression data |

|  |
| --- |
|  |
| Fig. 18 – t-SNE representation of gene expression data |

These views provide a comprehensive overview of the gene expression landscape, helping to solve problems such as tissue classification and pattern recognition.

In the second case, targeted gene-by-gene analysis offers a more focused approach, allowing researchers to predict the expression levels of certain genes based on the image data. This approach provides a more granular understanding of gene expression dynamics and enables the identification of key molecular players involved in biological processes.

The choice between dimensional reduction for a broad gene expression overview and predicting individual gene expressions depends on the specific research objectives. While dimensional reduction offers a broader perspective suited for macroscopic analyses and tissue classification, targeted gene-by-gene analysis provides deeper insights into the intricate molecular mechanisms underlying tissue-specific functions and pathological conditions.

Now, we can build a united view of the data. To this end, we can concatenate PCA components of slide embeddings and PCA components of gene expression data. The combined vector could then be represented as a unified UMAP (Fig. 19) and t-SNE (Fig. 20).

|  |
| --- |
|  |
| Fig. 19 – Unified UMAP representation of genes and images |

|  |
| --- |
|  |
| Fig. 20 – Unified t-SNE representation of genes and images |

These unified results also show fairly well-distinguished clusters. Thus, one may hope that the combination of molecular and imaging data indeed improves the sensitivity of the analysis (ability to distinguish otherwise similar tissues).

Another application of such integration could be a prediction of gene expression using histopathological images. This could be done, for example, by building a linear or non-linear regression model for each gene. This model would take all image embeddings as independent variables and predict gene expression. Measures like R2 between predicted and real gene expression values could be used to select the top recoverable genes.

The other approach to gene expression prediction would be presenting each cluster of samples on UMAP with a single (averaged) gene expression vector. As soon as a new image is clustered with one of the clusters of the training set, its genomic modality would be estimated by the “average” gene vector. This method may be less precise compared to the previous but it can help when the entire transcriptome must be recovered for the analysis of biological processes.

**Conclusion**

In this study, we leveraged deep learning methods to analyze histopathological images and combine the results with gene expression data from the GTEx dataset. We considered RNA sequencing and HE-stained images across 40 types of non-diseased tissues.

Employing models like EfficientNet\_B0, we achieved significant accuracy in tissue classification, despite challenges like the misclassification between similar tissue types. Our analysis suggests that with further training, models not only improve in accuracy in the training dataset but also in extracting relevant embeddings, as evidenced by clearer tissue clustering in UMAP visualizations. Interestingly, other works show that long training may increase performance not only in training but also in testing sets (so-called grokking of the neural network).

We explored integrating histopathological and gene expression data, employing strategies like dimensional reduction and *gene prediction models*. This integration revealed distinct clusters, enhancing our ability to differentiate tissues and potentially improving diagnostic sensitivity if applied to ill patients. The multimodal approach in the future will improve medical diagnostics and personalized medicine. We emphasize the importance of deep learning in extracting meaningful insights from complex biomedical data.