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## This Week’s Main Topic

**Regression Models for Count Outcomes**

* Modeling approaches illustrated in these slides
  + Poisson Regression and Zero-Inflated Poisson (ZIP)
  + Negative Binomial Regression and Zero-Inflated Negative Binomial (ZINB)
  + Two types of Hurdle model (one Poisson, one NB)

Chapters 24-26 of the Course Notes describe this material, as well as tobit regression, and some additional issues with certain types of count models.

## countreg and topmodels packages

To build rootograms to visualize the results of regression models on count outcomes, I have decided for the moment to continue to use the countreg and topmodels packages, which are currently available only on R-Forge. To install, type:

install.packages("countreg", repos="http://R-Forge.R-project.org")  
install.packages("topmodels", repos="http://R-Forge.R-project.org")

into the R Console within R Studio.

## Setup

knitr::opts\_chunk$set(comment=NA)  
options(width = 60)  
  
library(janitor); library(gt); library(broom)   
library(mosaic); library(Hmisc); library(patchwork)  
library(rsample); library(yardstick)  
library(conflicted) ## resolve conflicts  
library(countreg) ## for rootograms  
library(topmodels) ## for rootograms  
library(MASS) ## for glm.nb to fit NB models  
library(pscl) ## for zero-inflated and hurdle fits  
library(lmtest) ## for Vuong test  
library(tidyverse)  
  
conflicts\_prefer(dplyr::select(), dplyr::filter(), base::sum(),  
 pscl::zeroinfl(), pscl::hurdle())  
  
theme\_set(theme\_bw())

# An Overview

## GLMs for Count Outcomes

We want to build a generalized linear model to predict count data using one or more predictors.

Count data are non-negative integers (0, 1, 2, 3, …)

* the number of COVID-19 hospitalizations in Ohio yesterday
* the number of mutations within a particular search grid
* days in the past 30 where your mental health was poor

We’ll use the Poisson and Negative Binomial probability distributions.

## The Poisson Probability Distribution

The Poisson probability model describes the probability of a given number of events occurring in a fixed interval of time or space.

* If events occur with a constant mean rate, and independently of the time since the last event, the Poisson model is appropriate.
  + A Poisson model might fit poorly due to **overdispersion**, where the variance of Y is larger than we’d expect based on the mean of Y.

## Poisson probability mass function

* is the number of times an event occurs in an interval, and can take the values 0, 1, 2, 3, …
* The parameter (lambda) is equal to the expected value (mean) of and is also equal to the variance of .

## Negative Binomial Distribution

The Negative Binomial distribution models the number of failures in a sequence of independent and identically distributed Bernoulli trials before a specified number of successes occurs.

## Probability Mass Function

Negative binomial’s probability mass function is …

* is the number of failures (units of time) before the th event occurs, and can take the values 0, 1, 2, 3, …
* The mean of the random variable Y which follows a negative binomial distribution is and the variance is .

## Poisson regression

* Poisson regression assumes that the outcome Y follows a Poisson distribution, and that the logarithm of the expected value of Y (its mean) can be modeled by a linear combination of a set of predictors.
  + A Poisson regression makes the strong assumption that the variance of Y is equal to its mean.

We will use glm to fit Poisson models, by using family = "Poisson".

## Dealing with Overdispersion

A Poisson model might fit poorly due to **overdispersion**, where the variance of Y is larger than we’d expect based on the mean of Y.

* *Quasipoisson* models are available which estimate an overdispersion parameter, but we’ll skip those for now.

Instead, we’ll look at other ways (especially zero-inflation and the negative binomial models) to address overdispersion.

## Negative Binomial Regression

* Negative binomial regression is a generalization of Poisson regression which loosens the assumption that the variance of Y is equal to its mean, and thus produces models which fit a broader class of data.

We will demonstrate the use of glm.nb() from the MASS package to fit negative binomial regression models.

## Zero-inflated approaches

* Both the Poisson and Negative Binomial regression approaches may under-estimate the number of zeros compared to the data.
* To better match the zero counts, zero-inflated models fit:
  + a logistic regression to predict the extra zeros, along with
  + a Poisson or Negative Binomial model to predict the counts, including some zeros.

We’ll use zeroinfl() from pscl to fit ZIP and ZINB regressions.

## Hurdle models

A hurdle model predicts the count outcome by making an assumption that there are two processes at work:

* a process that determines whether the count is zero or not zero (usually using logistic regression), and
* a process that determines the count when we know the subject has a positive count (usually using a truncated Poisson or NB model where no zeros are predicted)

We use hurdle() from pscl to fit these.

## Comparing Models

1. A key tool will be a graphical representation of the fit of the models to the count outcome, called a **rootogram**. We’ll use the rootograms produced by the countreg and topmodels packages to help us.
2. We’ll also demonstrate a Vuong hypothesis testing approach (from the lmtest package) to help us make decisions between various types of Poisson models or various types of Negative Binomial models on the basis of improvement in fit of things like bias-corrected AIC or BIC.

## Comparing Models

1. We’ll also demonstrate the calculation of pseudo-R square statistics for comparing models, which can be compared in a validation sample as well as in the original modeling sample.

# The medicare data

## The medicare example

Source: NMES1988 data in R’s AER package, cleaned up to medicare.csv.

Essentially the same data are used in from the University of Virginia on hurdle models.

Data are a cross-section US National Medical Expenditure Survey (NMES) conducted in 1987 and 1988. The NMES is based upon a representative, national probability sample of the civilian non-institutionalized population and individuals admitted to long-term care facilities during 1987.

## Ingesting medicare data

The data are a subsample of individuals ages 66 and over all of whom are covered by Medicare (a public insurance program providing substantial protection against health-care costs), and some of whom also have private supplemental insurance.

medicare <- read\_csv("c15/data/medicare.csv", show\_col\_types = FALSE) |>   
 mutate(across(where(is\_character), as\_factor),  
 subject = as.character(subject))

## The medicare code book

| Variable | Description |
| --- | --- |
| subject | subject number (code) |
| visits | outcome: # of physician office visits |
| hospital | # of hospital stays |
| health | self-rated health (poor, average, excellent) |
| chronic | # of chronic conditions |
| sex | male or female |
| school | years of education |
| insurance | subject (also) has private insurance? (yes/no) |

### Today’s Goal

Predict visits using main effects of the 6 predictors (excluding subject)

## The medicare tibble

medicare |> select(-subject)

# A tibble: 4,406 × 7  
 visits hospital health chronic sex school insurance  
 <dbl> <dbl> <fct> <dbl> <fct> <dbl> <fct>   
 1 5 1 average 2 male 6 yes   
 2 1 0 average 2 female 10 yes   
 3 13 3 poor 4 female 10 no   
 4 16 1 poor 2 male 3 yes   
 5 3 0 average 2 female 6 yes   
 6 17 0 poor 5 female 7 no   
 7 9 0 average 0 female 8 yes   
 8 3 0 average 0 female 8 yes   
 9 1 0 average 0 female 8 yes   
10 0 0 average 0 female 8 yes   
# ℹ 4,396 more rows

## Quick Summary of medicare

medicare |> select(-subject) |> summary()

visits hospital health   
 Min. : 0.000 Min. :0.000 average :3509   
 1st Qu.: 1.000 1st Qu.:0.000 poor : 554   
 Median : 4.000 Median :0.000 excellent: 343   
 Mean : 5.774 Mean :0.296   
 3rd Qu.: 8.000 3rd Qu.:0.000   
 Max. :89.000 Max. :8.000   
 chronic sex school insurance   
 Min. :0.000 male :1778 Min. : 0.00 yes:3421   
 1st Qu.:1.000 female:2628 1st Qu.: 8.00 no : 985   
 Median :1.000 Median :11.00   
 Mean :1.542 Mean :10.29   
 3rd Qu.:2.000 3rd Qu.:12.00   
 Max. :8.000 Max. :18.00

### Adjust order of insurance

medicare <- medicare |>  
 mutate(insurance = fct\_relevel(insurance, "no", "yes"))

I want No first, then Yes, when building models.

## Our outcome, visits

favstats(~ visits, data = medicare)

min Q1 median Q3 max mean sd n missing  
 0 1 4 8 89 5.774399 6.759225 4406 0

describe(medicare$visits) # from Hmisc

medicare$visits   
 n missing distinct Info Mean Gmd   
 4406 0 60 0.992 5.774 6.227   
 .05 .10 .25 .50 .75 .90   
 0 0 1 4 8 13   
 .95   
 17   
  
lowest : 0 1 2 3 4, highest: 63 65 66 68 89

ggplot(medicare, aes(x = visits)) +  
 geom\_histogram(binwidth = 1, fill = "royalblue",   
 col = "white") +  
 labs(y = "Number of Patients", x = "Number of Visits")
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## Partitioning the Data

Creating Training and Testing Samples with rsample functions…

set.seed(432)  
med\_split <- initial\_split(medicare, prop = 0.75)  
  
med\_train = training(med\_split)  
med\_test = testing(med\_split)

I’ve held out 25% of the medicare data for the test sample.

dim(med\_train); dim(med\_test)

[1] 3304 8

[1] 1102 8

## Reiterating the Goal

Predict visits using some combination of these 6 predictors…

| Predictor | Description |
| --- | --- |
| hospital | # of hospital stays |
| health | self-rated health (poor, average, excellent) |
| chronic | # of chronic conditions |
| sex | male or female |
| school | years of education |
| insurance | subject (also) has private insurance? (yes/no) |

We’ll build separate training and test samples to help us validate.

# mod\_1: A Poisson Regression

## Poisson Regression

Assume our count data (visits) follows a Poisson distribution with a mean conditional on our predictors.

mod\_1 <- glm(visits ~ hospital + health + chronic +  
 sex + school + insurance,  
 data = med\_train, family = "poisson")

The Poisson model uses a logarithm as its link function, so the model is actually predicting log(visits).

Note that we’re fitting the model here using the training sample alone.

## Complete mod\_1 Summary

summary(mod\_1)

Call:  
glm(formula = visits ~ hospital + health + chronic + sex + school +   
 insurance, family = "poisson", data = med\_train)  
  
Coefficients:  
 Estimate Std. Error z value Pr(>|z|)   
(Intercept) 0.886576 0.028813 30.770 < 2e-16 \*\*\*  
hospital 0.163555 0.006710 24.374 < 2e-16 \*\*\*  
healthpoor 0.309610 0.020244 15.294 < 2e-16 \*\*\*  
healthexcellent -0.358758 0.034875 -10.287 < 2e-16 \*\*\*  
chronic 0.137349 0.005266 26.082 < 2e-16 \*\*\*  
sexfemale 0.098325 0.014805 6.641 3.11e-11 \*\*\*  
school 0.031258 0.002111 14.808 < 2e-16 \*\*\*  
insuranceyes 0.200249 0.019484 10.278 < 2e-16 \*\*\*  
---  
Signif. codes:   
0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
  
(Dispersion parameter for poisson family taken to be 1)  
  
 Null deviance: 20618 on 3303 degrees of freedom  
Residual deviance: 17598 on 3296 degrees of freedom  
AIC: 27232  
  
Number of Fisher Scoring iterations: 5

## mod\_1 (Poisson) model coefficients

tidy(mod\_1) |> gt() |> fmt\_number(decimals = 3)

| term | estimate | std.error | statistic | p.value |
| --- | --- | --- | --- | --- |
| (Intercept) | 0.887 | 0.029 | 30.770 | 0.000 |
| hospital | 0.164 | 0.007 | 24.374 | 0.000 |
| healthpoor | 0.310 | 0.020 | 15.294 | 0.000 |
| healthexcellent | -0.359 | 0.035 | -10.287 | 0.000 |
| chronic | 0.137 | 0.005 | 26.082 | 0.000 |
| sexfemale | 0.098 | 0.015 | 6.641 | 0.000 |
| school | 0.031 | 0.002 | 14.808 | 0.000 |
| insuranceyes | 0.200 | 0.019 | 10.278 | 0.000 |

Harry and Larry have the same values for all other predictors but only Harry has private insurance. mod\_1 estimates Harry’s log(visits) to be 0.2 larger than Larry’s log(visits).

## Visualize fit: (Hanging) Rootogram

plot(rootogram(mod\_1, plot = FALSE), xlim = c(0, 90),   
 main = "Rootogram for mod\_1: Poisson")
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See the next slide for details on how to interpret this…

## Interpreting the Rootogram

* The red curved line is the theoretical Poisson fit.
* “Hanging” from each point on the red line is a bar, the height of which represents the observed counts.
  + A bar hanging below 0 indicates that the model under-predicts that value. (Model predicts fewer values than the data show.)
  + A bar hanging above 0 indicates over-prediction of that value. (Model predicts more values than the data show.)
* The counts have been transformed with a square root transformation to prevent smaller counts from getting obscured and overwhelmed by larger counts.
* <https://arxiv.org/pdf/1605.01311> has more on rootograms.
* Our Poisson model (mod\_1) doesn’t fit enough zeros or ones, and fits too many 3-12 values, then not enough of the higher values.

## Store mod\_1 Predictions

We’ll use the augment function to store the predictions within our training sample. Note the use of "response" to predict visits, not log(visits).

mod\_1\_aug <- augment(mod\_1, med\_train,   
 type.predict = "response")  
  
mod\_1\_aug |> select(subject, visits, .fitted) |> head(3)

# A tibble: 3 × 3  
 subject visits .fitted  
 <chr> <dbl> <dbl>  
1 355 19 5.02  
2 2661 3 4.21  
3 2895 0 4.65

## Training Sample mod\_1 Fit

Within our training sample, mod\_1\_aug now contains both the actual counts (visits) and the predicted counts (in .fitted) from mod\_1. We’ll summarize the fit…

mets <- metric\_set(rsq, rmse, mae)  
mod\_1\_summary <-   
 mets(mod\_1\_aug, truth = visits, estimate = .fitted) |>  
 mutate(model = "mod\_1") |> relocate(model)  
mod\_1\_summary |> gt() |> fmt\_number(decimals = 3)

| model | .metric | .estimator | .estimate |
| --- | --- | --- | --- |
| mod\_1 | rsq | standard | 0.100 |
| mod\_1 | rmse | standard | 6.594 |
| mod\_1 | mae | standard | 4.189 |

These will become interesting as we build additional models.

# mod\_2: A Negative Binomial Regression

## Fitting the Negative Binomial Model

The negative binomial model requires the estimation of an additional parameter, called (theta). The default link for this generalized linear model is also a logarithm, like the Poisson.

mod\_2 <- MASS::glm.nb(visits ~ hospital + health + chronic +  
 sex + school + insurance,  
 data = med\_train)

The estimated dispersion parameter value is…

summary(mod\_2)$theta

[1] 1.21109

The Poisson model is essentially the negative binomial model assuming a known .

## Complete mod\_2 summary

summary(mod\_2)

Call:  
MASS::glm.nb(formula = visits ~ hospital + health + chronic +   
 sex + school + insurance, data = med\_train, init.theta = 1.211089878,   
 link = log)  
  
Coefficients:  
 Estimate Std. Error z value Pr(>|z|)   
(Intercept) 0.765746 0.065602 11.673 < 2e-16 \*\*\*  
hospital 0.224205 0.022745 9.857 < 2e-16 \*\*\*  
healthpoor 0.360067 0.055608 6.475 9.47e-11 \*\*\*  
healthexcellent -0.335591 0.070353 -4.770 1.84e-06 \*\*\*  
chronic 0.169070 0.013887 12.174 < 2e-16 \*\*\*  
sexfemale 0.109443 0.035920 3.047 0.00231 \*\*   
school 0.030763 0.005037 6.107 1.02e-09 \*\*\*  
insuranceyes 0.237080 0.045780 5.179 2.23e-07 \*\*\*  
---  
Signif. codes:   
0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
  
(Dispersion parameter for Negative Binomial(1.2111) family taken to be 1)  
  
 Null deviance: 4341.7 on 3303 degrees of freedom  
Residual deviance: 3783.1 on 3296 degrees of freedom  
AIC: 18328  
  
Number of Fisher Scoring iterations: 1  
  
 Theta: 1.2111   
 Std. Err.: 0.0388   
  
 2 x log-likelihood: -18309.8280

## mod\_2 (NB) coefficients

tidy(mod\_2) |> gt() |> fmt\_number(decimals = 3)

| term | estimate | std.error | statistic | p.value |
| --- | --- | --- | --- | --- |
| (Intercept) | 0.766 | 0.066 | 11.673 | 0.000 |
| hospital | 0.224 | 0.023 | 9.857 | 0.000 |
| healthpoor | 0.360 | 0.056 | 6.475 | 0.000 |
| healthexcellent | -0.336 | 0.070 | -4.770 | 0.000 |
| chronic | 0.169 | 0.014 | 12.174 | 0.000 |
| sexfemale | 0.109 | 0.036 | 3.047 | 0.002 |
| school | 0.031 | 0.005 | 6.107 | 0.000 |
| insuranceyes | 0.237 | 0.046 | 5.179 | 0.000 |

## Rootogram for NB Model

plot(rootogram(mod\_2, plot = FALSE), xlim = c(0, 90),   
 main = "Rootogram for mod\_2: Negative Binomial")
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Does this look better than the Poisson rootogram?

## Store mod\_2 Predictions

mod\_2\_aug <- augment(mod\_2, med\_train, type.predict = "response")  
  
mod\_2\_aug |> select(subject, visits, .fitted) |> head(3)

# A tibble: 3 × 3  
 subject visits .fitted  
 <chr> <dbl> <dbl>  
1 355 19 5.22  
2 2661 3 4.08  
3 2895 0 4.39

* Note that this *may* throw a warning about who maintains tidiers for negbin models. I’d silence it, as I have here.

## Training Fit for mod\_2

mod\_2\_aug has actual (visits) and predicted counts (in .fitted.)

mod\_2\_summary <-   
 mets(mod\_2\_aug, truth = visits, estimate = .fitted) |>  
 mutate(model = "mod\_2") |> relocate(model)  
mod\_2\_summary |> gt() |> fmt\_number(decimals = 3)

| model | .metric | .estimator | .estimate |
| --- | --- | --- | --- |
| mod\_2 | rsq | standard | 0.078 |
| mod\_2 | rmse | standard | 6.941 |
| mod\_2 | mae | standard | 4.252 |

## Training Sample So Far

The reasonable things to summarize in sample look like the impressions from the rootograms and the summaries we’ve prepared so far.

| Model | Rootogram impressions |
| --- | --- |
| mod\_1 (P) | Many problems. Data appear overdispersed. |
| mod\_2 (NB) | Still not enough zeros; some big predictions. |

## Training Sample Summaries

bind\_rows(mod\_1\_summary, mod\_2\_summary) |>   
 pivot\_wider(names\_from = model,   
 values\_from = .estimate) |>   
 gt() |> fmt\_number(decimals = 3) |>   
 tab\_options(table.font.size = 20)

| .metric | .estimator | mod\_1 | mod\_2 |
| --- | --- | --- | --- |
| rsq | standard | 0.100 | 0.078 |
| rmse | standard | 6.594 | 6.941 |
| mae | standard | 4.189 | 4.252 |

# mod\_3: Zero-Inflated Poisson (ZIP) Model

## Zero-Inflated Poisson (ZIP) model

The zero-inflated Poisson model describes count data with an excess of zero counts.

The model posits that there are two processes involved:

* a logistic regression model is used to predict excess zeros
* while a Poisson model is used to predict the counts

We’ll use the pscl package to fit zero-inflated models.

mod\_3 <- pscl::zeroinfl(visits ~ hospital + health +   
 chronic + sex + school + insurance,  
 data = med\_train)

## mod\_3 ZIP coefficients

Sadly, there’s no broom tidying functions for these zero-inflated models.

summary(mod\_3)

Call:  
pscl::zeroinfl(formula = visits ~ hospital + health +   
 chronic + sex + school + insurance, data = med\_train)  
  
Pearson residuals:  
 Min 1Q Median 3Q Max   
-5.4401 -1.1618 -0.4769 0.5699 24.3630   
  
Count model coefficients (poisson with log link):  
 Estimate Std. Error z value Pr(>|z|)   
(Intercept) 1.298380 0.029608 43.853 < 2e-16 \*\*\*  
hospital 0.160449 0.006780 23.664 < 2e-16 \*\*\*  
healthpoor 0.302326 0.020022 15.099 < 2e-16 \*\*\*  
healthexcellent -0.281826 0.035775 -7.878 3.33e-15 \*\*\*  
chronic 0.097090 0.005420 17.913 < 2e-16 \*\*\*  
sexfemale 0.056219 0.014934 3.765 0.000167 \*\*\*  
school 0.023367 0.002139 10.924 < 2e-16 \*\*\*  
insuranceyes 0.093169 0.019794 4.707 2.52e-06 \*\*\*  
  
Zero-inflation model coefficients (binomial with logit link):  
 Estimate Std. Error z value Pr(>|z|)   
(Intercept) 0.25623 0.16807 1.525 0.127381   
hospital -0.29538 0.10252 -2.881 0.003962 \*\*   
healthpoor -0.09642 0.19067 -0.506 0.613093   
healthexcellent 0.32851 0.16898 1.944 0.051891 .   
chronic -0.49292 0.05183 -9.510 < 2e-16 \*\*\*  
sexfemale -0.36437 0.10295 -3.539 0.000401 \*\*\*  
school -0.06165 0.01410 -4.373 1.22e-05 \*\*\*  
insuranceyes -0.66566 0.11996 -5.549 2.87e-08 \*\*\*  
---  
Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1   
  
Number of iterations in BFGS optimization: 20   
Log-likelihood: -1.222e+04 on 16 Df

## Rootogram for ZIP model

plot(rootogram(mod\_3, plot = FALSE), xlim = c(0, 90),   
 main = "Rootogram for mod\_3: ZIP")
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## Store mod\_3 Predictions

We have no augment or other broom functions available for zero-inflated models, so …

mod\_3\_aug <- med\_train |>  
 mutate(".fitted" = predict(mod\_3, type = "response"),  
 ".resid" = resid(mod\_3, type = "response"))  
  
mod\_3\_aug |> select(subject, visits, .fitted, .resid) |>  
 head(3)

# A tibble: 3 × 4  
 subject visits .fitted .resid  
 <chr> <dbl> <dbl> <dbl>  
1 355 19 5.31 13.7   
2 2661 3 4.21 -1.21  
3 2895 0 4.59 -4.59

## Training: mod\_3 Fit

mod\_3\_aug now has actual (visits) and predicted counts (in .fitted) from mod\_3, just as we set up for the previous two models.

mod\_3\_summary <-   
 mets(mod\_3\_aug, truth = visits, estimate = .fitted) |>  
 mutate(model = "mod\_3") |> relocate(model)  
mod\_3\_summary |> gt() |> fmt\_number(decimals = 3)

| model | .metric | .estimator | .estimate |
| --- | --- | --- | --- |
| mod\_3 | rsq | standard | 0.108 |
| mod\_3 | rmse | standard | 6.560 |
| mod\_3 | mae | standard | 4.164 |

## Training: Through mod\_3

bind\_rows(mod\_1\_summary, mod\_2\_summary, mod\_3\_summary) |>   
 pivot\_wider(names\_from = model,   
 values\_from = .estimate) |>   
 gt() |> fmt\_number(decimals = 3) |>   
 tab\_options(table.font.size = 20)

| .metric | .estimator | mod\_1 | mod\_2 | mod\_3 |
| --- | --- | --- | --- | --- |
| rsq | standard | 0.100 | 0.078 | 0.108 |
| rmse | standard | 6.594 | 6.941 | 6.560 |
| mae | standard | 4.189 | 4.252 | 4.164 |

Remember we want a larger and smaller values of RMSE and MAE.

## Comparing models with Vuong

Vuong’s test compares predicted probabilities (for each count) in two non-nested models. How about Poisson vs. ZIP?

vuong(mod\_1, mod\_3)

Vuong Non-Nested Hypothesis Test-Statistic:   
(test-statistic is asymptotically distributed N(0,1) under the  
 null that the models are indistinguishible)  
-------------------------------------------------------------  
 Vuong z-statistic H\_A p-value  
Raw -14.59671 model2 > model1 < 2.22e-16  
AIC-corrected -14.51271 model2 > model1 < 2.22e-16  
BIC-corrected -14.25638 model2 > model1 < 2.22e-16

The large negative z-statistic indicates mod\_3 (ZIP) fits better than mod\_1 (Poisson) in our training sample.

# mod\_4: Zero-Inflated Negative Binomial (ZINB) Model

## Zero-Inflated Negative Binomial (ZINB) model

As in the ZIP, we assume there are two processes involved:

* a logistic regression model is used to predict excess zeros
* while a negative binomial model is used to predict the counts

We’ll use the pscl package again and the zeroinfl function.

mod\_4 <- zeroinfl(visits ~ hospital + health + chronic +  
 sex + school + insurance,  
 dist = "negbin", data = med\_train)

## mod\_4 summary

summary(mod\_4)

Call:  
zeroinfl(formula = visits ~ hospital + health + chronic +   
 sex + school + insurance, data = med\_train, dist = "negbin")  
  
Pearson residuals:  
 Min 1Q Median 3Q Max   
-1.1943 -0.7072 -0.2773 0.3347 17.2775   
  
Count model coefficients (negbin with log link):  
 Estimate Std. Error z value Pr(>|z|)   
(Intercept) 1.059477 0.070188 15.095 < 2e-16 \*\*\*  
hospital 0.207087 0.023460 8.827 < 2e-16 \*\*\*  
healthpoor 0.333853 0.052720 6.333 2.41e-10 \*\*\*  
healthexcellent -0.288168 0.073627 -3.914 9.08e-05 \*\*\*  
chronic 0.126107 0.013737 9.180 < 2e-16 \*\*\*  
sexfemale 0.069573 0.035975 1.934 0.05312 .   
school 0.025015 0.004983 5.020 5.18e-07 \*\*\*  
insuranceyes 0.151514 0.048328 3.135 0.00172 \*\*   
Log(theta) 0.389048 0.040783 9.539 < 2e-16 \*\*\*  
  
Zero-inflation model coefficients (binomial with logit link):  
 Estimate Std. Error z value Pr(>|z|)   
(Intercept) 0.45740 0.31049 1.473 0.14071   
hospital -0.84886 0.57525 -1.476 0.14004   
healthpoor -0.33730 0.70243 -0.480 0.63109   
healthexcellent 0.27653 0.33753 0.819 0.41262   
chronic -1.16806 0.20536 -5.688 1.29e-08 \*\*\*  
sexfemale -0.56382 0.24204 -2.329 0.01983 \*   
school -0.09233 0.03157 -2.925 0.00345 \*\*   
insuranceyes -1.00819 0.27195 -3.707 0.00021 \*\*\*  
---  
Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1   
  
Theta = 1.4756   
Number of iterations in BFGS optimization: 28   
Log-likelihood: -9102 on 17 Df

## Rootogram for ZINB model

plot(rootogram(mod\_4, plot = FALSE), xlim = c(0, 90),   
 main = "Rootogram for mod\_4: ZINB")

![](data:image/png;base64,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)

## Store mod\_4 Predictions

Again, there is no augment or other broom functions available for zero-inflated models, so …

mod\_4\_aug <- med\_train |>  
 mutate(".fitted" = predict(mod\_4, type = "response"),  
 ".resid" = resid(mod\_4, type = "response"))  
  
mod\_4\_aug |> select(subject, visits, .fitted, .resid) |>  
 head(3)

# A tibble: 3 × 4  
 subject visits .fitted .resid  
 <chr> <dbl> <dbl> <dbl>  
1 355 19 5.29 13.7   
2 2661 3 4.47 -1.47  
3 2895 0 4.57 -4.57

## Training Sample mod\_4 Fit

mod\_4\_aug now has actual (visits) and predicted counts (in .fitted) from mod\_4.

mod\_4\_summary <-   
 mets(mod\_4\_aug, truth = visits, estimate = .fitted) |>  
 mutate(model = "mod\_4") |> relocate(model)  
mod\_4\_summary |> gt() |> fmt\_number(decimals = 3)

| model | .metric | .estimator | .estimate |
| --- | --- | --- | --- |
| mod\_4 | rsq | standard | 0.094 |
| mod\_4 | rmse | standard | 6.709 |
| mod\_4 | mae | standard | 4.191 |

## Training Sample through mod\_4

bind\_rows(mod\_1\_summary, mod\_2\_summary,   
 mod\_3\_summary, mod\_4\_summary) |>   
 pivot\_wider(names\_from = model,   
 values\_from = .estimate) |>   
 gt() |> fmt\_number(decimals = 3) |>   
 tab\_options(table.font.size = 20)

| .metric | .estimator | mod\_1 | mod\_2 | mod\_3 | mod\_4 |
| --- | --- | --- | --- | --- | --- |
| rsq | standard | 0.100 | 0.078 | 0.108 | 0.094 |
| rmse | standard | 6.594 | 6.941 | 6.560 | 6.709 |
| mae | standard | 4.189 | 4.252 | 4.164 | 4.191 |

What do you think?

## Comparing models with Vuong

How about Negative Binomial vs. ZINB?

vuong(mod\_4, mod\_2)

Vuong Non-Nested Hypothesis Test-Statistic:   
(test-statistic is asymptotically distributed N(0,1) under the  
 null that the models are indistinguishible)  
-------------------------------------------------------------  
 Vuong z-statistic H\_A p-value  
Raw 4.808304 model1 > model2 7.6108e-07  
AIC-corrected 4.082004 model1 > model2 2.2324e-05  
BIC-corrected 1.865741 model1 > model2 0.031039

The large positive z-statistics indicate mod\_4 (ZINB) fits better than mod\_2 (Negative Binomial) in our training sample.

# Validation in the Test Sample for our Four Models?

## Validation: Test Sample Predictions

Predict the visit counts for each subject in our test sample.

test\_1 <- predict(mod\_1, newdata = med\_test,  
 type.predict = "response")  
test\_2 <- predict(mod\_2, newdata = med\_test,  
 type.predict = "response")  
test\_3 <- predict(mod\_3, newdata = med\_test,  
 type.predict = "response")  
test\_4 <- predict(mod\_4, newdata = med\_test,  
 type.predict = "response")

## Create a Tibble with Predictions

Combine the various predictions into a tibble with the original data.

test\_res <- bind\_cols(med\_test,   
 pre\_m1 = test\_1, pre\_m2 = test\_2,   
 pre\_m3 = test\_3, pre\_m4 = test\_4)  
  
names(test\_res)

[1] "subject" "visits" "hospital" "health"   
 [5] "chronic" "sex" "school" "insurance"  
 [9] "pre\_m1" "pre\_m2" "pre\_m3" "pre\_m4"

## Summarize fit in test sample for each model

m1\_sum <- mets(test\_res, truth = visits, estimate = pre\_m1) |>  
 mutate(model = "mod\_1")   
m2\_sum <- mets(test\_res, truth = visits, estimate = pre\_m2) |>  
 mutate(model = "mod\_2")   
m3\_sum <- mets(test\_res, truth = visits, estimate = pre\_m3) |>  
 mutate(model = "mod\_3")  
m4\_sum <- mets(test\_res, truth = visits, estimate = pre\_m4) |>  
 mutate(model = "mod\_4")  
  
test\_sum <- bind\_rows(m1\_sum, m2\_sum, m3\_sum, m4\_sum)

## Validation Results: Four Models

test\_sum <- bind\_rows(m1\_sum, m2\_sum, m3\_sum, m4\_sum) |>  
 pivot\_wider(names\_from = model,   
 values\_from = .estimate)  
  
test\_sum |>  
 select(-.estimator) |>   
 gt() |> fmt\_number(decimals = 3) |>   
 tab\_options(table.font.size = 20)

| .metric | mod\_1 | mod\_2 | mod\_3 | mod\_4 |
| --- | --- | --- | --- | --- |
| rsq | 0.103 | 0.108 | 0.099 | 0.097 |
| rmse | 7.212 | 7.205 | 5.907 | 5.967 |
| mae | 4.455 | 4.450 | 3.994 | 4.009 |

* Which model looks best? Is it an obvious choice?

# Hurdle Models

## The Hurdle Model

The hurdle model is a two-part model that specifies one process for zero counts and another process for positive counts. The idea is that positive counts occur once a threshold is crossed, or put another way, a hurdle is cleared. If the hurdle is not cleared, then we have a count of 0.

* The first part of the model is typically a **binary logistic regression** model. This models whether an observation takes a positive count or not.
* The second part of the model is usually a truncated Poisson or Negative Binomial model. Truncated means we’re only fitting positive counts, and not zeros.

# mod\_5: Poisson-Logistic Hurdle Model

## Fitting a Hurdle Model / Poisson-Logistic

In fitting a hurdle model to our medicare training data, the interpretation would be that one process governs whether a patient visits a doctor or not, and another process governs how many visits are made.

## The mod\_5 model

mod\_5 <- hurdle(visits ~ hospital + health + chronic +  
 sex + school + insurance,  
 dist = "poisson", zero.dist = "binomial",   
 data = med\_train)  
mod\_5

Call:  
hurdle(formula = visits ~ hospital + health + chronic +   
 sex + school + insurance, data = med\_train, dist = "poisson",   
 zero.dist = "binomial")  
  
Count model coefficients (truncated poisson with log link):  
 (Intercept) hospital healthpoor   
 1.29892 0.16041 0.30243   
healthexcellent chronic sexfemale   
 -0.28116 0.09697 0.05611   
 school insuranceyes   
 0.02332 0.09351   
  
Zero hurdle model coefficients (binomial with logit link):  
 (Intercept) hospital healthpoor   
 -0.2998 0.3044 0.1114   
healthexcellent chronic sexfemale   
 -0.3705 0.4970 0.3652   
 school insuranceyes   
 0.0637 0.6625

## mod\_5 summary

summary(mod\_5)

Call:  
hurdle(formula = visits ~ hospital + health + chronic +   
 sex + school + insurance, data = med\_train, dist = "poisson",   
 zero.dist = "binomial")  
  
Pearson residuals:  
 Min 1Q Median 3Q Max   
-5.4472 -1.1621 -0.4769 0.5698 24.3403   
  
Count model coefficients (truncated poisson with log link):  
 Estimate Std. Error z value Pr(>|z|)   
(Intercept) 1.298920 0.029612 43.865 < 2e-16 \*\*\*  
hospital 0.160410 0.006781 23.656 < 2e-16 \*\*\*  
healthpoor 0.302432 0.020026 15.102 < 2e-16 \*\*\*  
healthexcellent -0.281162 0.035755 -7.864 3.73e-15 \*\*\*  
chronic 0.096971 0.005417 17.901 < 2e-16 \*\*\*  
sexfemale 0.056109 0.014933 3.757 0.000172 \*\*\*  
school 0.023321 0.002138 10.907 < 2e-16 \*\*\*  
insuranceyes 0.093508 0.019789 4.725 2.30e-06 \*\*\*  
Zero hurdle model coefficients (binomial with logit link):  
 Estimate Std. Error z value Pr(>|z|)   
(Intercept) -0.29978 0.16500 -1.817 0.069240 .   
hospital 0.30445 0.10235 2.975 0.002934 \*\*   
healthpoor 0.11138 0.18993 0.586 0.557605   
healthexcellent -0.37054 0.16200 -2.287 0.022179 \*   
chronic 0.49699 0.05112 9.722 < 2e-16 \*\*\*  
sexfemale 0.36524 0.10116 3.610 0.000306 \*\*\*  
school 0.06370 0.01382 4.611 4.01e-06 \*\*\*  
insuranceyes 0.66251 0.11789 5.620 1.91e-08 \*\*\*  
---  
Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1   
  
Number of iterations in BFGS optimization: 14   
Log-likelihood: -1.222e+04 on 16 Df

## Rootogram for Poisson-Logistic Hurdle model

plot(rootogram(mod\_5, plot = FALSE), xlim = c(0, 90),   
 main = "mod\_5 Poisson-Logistic Hurdle")
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## Store mod\_5 Predictions

No augment or other broom functions for hurdle models, so …

mod\_5\_aug <- med\_train |>  
 mutate(".fitted" = predict(mod\_5, type = "response"),  
 ".resid" = resid(mod\_5, type = "response"))  
  
mod\_5\_aug |> select(subject, visits, .fitted, .resid) |>  
 head(3)

# A tibble: 3 × 4  
 subject visits .fitted .resid  
 <chr> <dbl> <dbl> <dbl>  
1 355 19 5.32 13.7   
2 2661 3 4.20 -1.20  
3 2895 0 4.59 -4.59

## Training Sample mod\_5 Fit

mod\_5\_summary <-   
 mets(mod\_5\_aug, truth = visits, estimate = .fitted) |>  
 mutate(model = "mod\_5") |> relocate(model)  
mod\_5\_summary |> gt() |> fmt\_number(decimals = 3)

| model | .metric | .estimator | .estimate |
| --- | --- | --- | --- |
| mod\_5 | rsq | standard | 0.108 |
| mod\_5 | rmse | standard | 6.560 |
| mod\_5 | mae | standard | 4.164 |

## Training Sample through mod\_5

bind\_rows(mod\_1\_summary, mod\_2\_summary, mod\_3\_summary,   
 mod\_4\_summary, mod\_5\_summary) |>   
 pivot\_wider(names\_from = model,   
 values\_from = .estimate) |>   
 gt() |> fmt\_number(decimals = 3) |>   
 tab\_options(table.font.size = 20)

| .metric | .estimator | mod\_1 | mod\_2 | mod\_3 | mod\_4 | mod\_5 |
| --- | --- | --- | --- | --- | --- | --- |
| rsq | standard | 0.100 | 0.078 | 0.108 | 0.094 | 0.108 |
| rmse | standard | 6.594 | 6.941 | 6.560 | 6.709 | 6.560 |
| mae | standard | 4.189 | 4.252 | 4.164 | 4.191 | 4.164 |

What do you think?

## Are ZIP and Poisson-Logistic Hurdle the Same?

temp\_check <- tibble(  
 subject = mod\_3\_aug$subject,  
 visits = mod\_3\_aug$visits,  
 pred\_zip = mod\_3\_aug$.fitted,  
 pred\_hur = mod\_5\_aug$.fitted,  
 diff = pred\_hur - pred\_zip)  
  
favstats(~ diff, data = temp\_check)

min Q1 median Q3  
 -0.0241247 -0.0004086227 0.0003036167 0.0009285733  
 max mean sd n missing  
 0.03270967 0.0003302558 0.003050025 3304 0

## Vuong test: mod\_3 vs. mod\_5

vuong(mod\_3, mod\_5)

Vuong Non-Nested Hypothesis Test-Statistic:   
(test-statistic is asymptotically distributed N(0,1) under the  
 null that the models are indistinguishible)  
-------------------------------------------------------------  
 Vuong z-statistic H\_A p-value  
Raw 1.913241 model1 > model2 0.027859  
AIC-corrected 1.913241 model1 > model2 0.027859  
BIC-corrected 1.913241 model1 > model2 0.027859

There’s some evidence mod\_3 (ZIP) fits a bit better than mod\_5 (Hurdle) in our training sample, though the p value (barely) exceeds 0.05.

# mod\_6: Negative Binomial-Logistic Hurdle Model

## Hurdle Model / NB-Logistic

mod\_6 <- hurdle(visits ~ hospital + health + chronic +  
 sex + school + insurance,  
 dist = "negbin", zero.dist = "binomial",   
 data = med\_train)  
mod\_6

Call:  
hurdle(formula = visits ~ hospital + health + chronic +   
 sex + school + insurance, data = med\_train, dist = "negbin",   
 zero.dist = "binomial")  
  
Count model coefficients (truncated negbin with log link):  
 (Intercept) hospital healthpoor   
 1.07299 0.21828 0.36531   
healthexcellent chronic sexfemale   
 -0.30074 0.12372 0.05795   
 school insuranceyes   
 0.02429 0.13122   
Theta = 1.406   
  
Zero hurdle model coefficients (binomial with logit link):  
 (Intercept) hospital healthpoor   
 -0.2998 0.3044 0.1114   
healthexcellent chronic sexfemale   
 -0.3705 0.4970 0.3652   
 school insuranceyes   
 0.0637 0.6625

## mod\_6 Summary

summary(mod\_6)

Call:  
hurdle(formula = visits ~ hospital + health + chronic +   
 sex + school + insurance, data = med\_train, dist = "negbin",   
 zero.dist = "binomial")  
  
Pearson residuals:  
 Min 1Q Median 3Q Max   
-1.1756 -0.7080 -0.2771 0.3371 17.4791   
  
Count model coefficients (truncated negbin with log link):  
 Estimate Std. Error z value Pr(>|z|)   
(Intercept) 1.072988 0.072095 14.883 < 2e-16 \*\*\*  
hospital 0.218281 0.024288 8.987 < 2e-16 \*\*\*  
healthpoor 0.365310 0.054624 6.688 2.27e-11 \*\*\*  
healthexcellent -0.300745 0.076626 -3.925 8.68e-05 \*\*\*  
chronic 0.123717 0.014253 8.680 < 2e-16 \*\*\*  
sexfemale 0.057948 0.037229 1.557 0.11958   
school 0.024290 0.005156 4.711 2.46e-06 \*\*\*  
insuranceyes 0.131216 0.049295 2.662 0.00777 \*\*   
Log(theta) 0.340775 0.049007 6.954 3.56e-12 \*\*\*  
Zero hurdle model coefficients (binomial with logit link):  
 Estimate Std. Error z value Pr(>|z|)   
(Intercept) -0.29978 0.16500 -1.817 0.069240 .   
hospital 0.30445 0.10235 2.975 0.002934 \*\*   
healthpoor 0.11138 0.18993 0.586 0.557605   
healthexcellent -0.37054 0.16200 -2.287 0.022179 \*   
chronic 0.49699 0.05112 9.722 < 2e-16 \*\*\*  
sexfemale 0.36524 0.10116 3.610 0.000306 \*\*\*  
school 0.06370 0.01382 4.611 4.01e-06 \*\*\*  
insuranceyes 0.66251 0.11789 5.620 1.91e-08 \*\*\*  
---  
Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1   
  
Theta: count = 1.406  
Number of iterations in BFGS optimization: 16   
Log-likelihood: -9102 on 17 Df

## Rootogram for NB-Logistic Hurdle model

plot(rootogram(mod\_6, plot = FALSE), xlim = c(0, 90),   
 main = "mod\_6 Neg. Bin.-Logistic Hurdle")

![](data:image/png;base64,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)

## Store mod\_6 Predictions

mod\_6\_aug <- med\_train |>  
 mutate(".fitted" = predict(mod\_6, type = "response"),  
 ".resid" = resid(mod\_6, type = "response"))  
  
mod\_6\_aug |> select(subject, visits, .fitted, .resid) |>  
 head(3)

# A tibble: 3 × 4  
 subject visits .fitted .resid  
 <chr> <dbl> <dbl> <dbl>  
1 355 19 5.35 13.6   
2 2661 3 4.16 -1.16  
3 2895 0 4.49 -4.49

## Training Sample mod\_6 Fit

mod\_6\_summary <-   
 mets(mod\_6\_aug, truth = visits, estimate = .fitted) |>  
 mutate(model = "mod\_6") |> relocate(model)  
mod\_6\_summary |>   
 gt() |> fmt\_number(decimals = 3)

| model | .metric | .estimator | .estimate |
| --- | --- | --- | --- |
| mod\_6 | rsq | standard | 0.089 |
| mod\_6 | rmse | standard | 6.772 |
| mod\_6 | mae | standard | 4.209 |

## Training Sample through mod\_6

bind\_rows(mod\_1\_summary, mod\_2\_summary, mod\_3\_summary,   
 mod\_4\_summary, mod\_5\_summary, mod\_6\_summary) |>   
 pivot\_wider(names\_from = model, values\_from = .estimate) |>   
 select(-.estimator) |>   
 gt() |> fmt\_number(decimals = 3) |>   
 tab\_options(table.font.size = 20)

| .metric | mod\_1 | mod\_2 | mod\_3 | mod\_4 | mod\_5 | mod\_6 |
| --- | --- | --- | --- | --- | --- | --- |
| rsq | 0.100 | 0.078 | 0.108 | 0.094 | 0.108 | 0.089 |
| rmse | 6.594 | 6.941 | 6.560 | 6.709 | 6.560 | 6.772 |
| mae | 4.189 | 4.252 | 4.164 | 4.191 | 4.164 | 4.209 |

## Vuong test: mod\_4 vs. mod\_6

vuong(mod\_4, mod\_6)

Vuong Non-Nested Hypothesis Test-Statistic:   
(test-statistic is asymptotically distributed N(0,1) under the  
 null that the models are indistinguishible)  
-------------------------------------------------------------  
 Vuong z-statistic H\_A p-value  
Raw 0.02994908 model1 > model2 0.48805  
AIC-corrected 0.02994908 model1 > model2 0.48805  
BIC-corrected 0.02994908 model1 > model2 0.48805

There’s some evidence mod\_4 (ZINB) fits better than mod\_6 (NB Hurdle) in our training sample, but not much, based on the large *p* value.

# Validation including Hurdle Models

## Validation: Test Sample Predictions

Predict the visit counts for each subject in our test sample.

test\_5 <- predict(mod\_5, newdata = med\_test,  
 type.predict = "response")  
test\_6 <- predict(mod\_6, newdata = med\_test,  
 type.predict = "response")

## Create a Tibble with Predictions

Combine the various predictions into a tibble with the original data.

test\_res6 <- bind\_cols(med\_test,   
 pre\_m1 = test\_1, pre\_m2 = test\_2,   
 pre\_m3 = test\_3, pre\_m4 = test\_4,   
 pre\_m5 = test\_5, pre\_m6 = test\_6)  
  
names(test\_res6)

[1] "subject" "visits" "hospital" "health"   
 [5] "chronic" "sex" "school" "insurance"  
 [9] "pre\_m1" "pre\_m2" "pre\_m3" "pre\_m4"   
[13] "pre\_m5" "pre\_m6"

## Summarize fit in test sample for each model

m1\_sum <- mets(test\_res6, truth = visits, estimate = pre\_m1) |>  
 mutate(model = "mod\_1")   
m2\_sum <- mets(test\_res6, truth = visits, estimate = pre\_m2) |>  
 mutate(model = "mod\_2")   
m3\_sum <- mets(test\_res6, truth = visits, estimate = pre\_m3) |>  
 mutate(model = "mod\_3")  
m4\_sum <- mets(test\_res6, truth = visits, estimate = pre\_m4) |>  
 mutate(model = "mod\_4")  
m5\_sum <- mets(test\_res6, truth = visits, estimate = pre\_m5) |>  
 mutate(model = "mod\_5")  
m6\_sum <- mets(test\_res6, truth = visits, estimate = pre\_m6) |>  
 mutate(model = "mod\_6")  
  
test\_sum6 <- bind\_rows(m1\_sum, m2\_sum, m3\_sum, m4\_sum,  
 m5\_sum, m6\_sum)

## Validation Results in Test Sample

test\_sum6 <- bind\_rows(m1\_sum, m2\_sum, m3\_sum, m4\_sum,  
 m5\_sum, m6\_sum) |>  
 pivot\_wider(names\_from = model,   
 values\_from = .estimate)  
  
test\_sum6 |>  
 select(-.estimator) |>   
 gt() |> fmt\_number(decimals = 4) |>   
 tab\_options(table.font.size = 20)

| .metric | mod\_1 | mod\_2 | mod\_3 | mod\_4 | mod\_5 | mod\_6 |
| --- | --- | --- | --- | --- | --- | --- |
| rsq | 0.1032 | 0.1082 | 0.0993 | 0.0970 | 0.0992 | 0.0937 |
| rmse | 7.2122 | 7.2051 | 5.9069 | 5.9674 | 5.9072 | 6.0009 |
| mae | 4.4550 | 4.4496 | 3.9943 | 4.0095 | 3.9946 | 4.0265 |

* Now which model would you choose?

## After Spring Break

* Project A due at noon on **Monday 2023-03-18**
* Will get started on Project B once Project A is submitted
* Regression on Multi-Categorical Outcomes will be our first new topic