【作品名称】禁止进攻型全面自主武器（杀手机器人）的必要性及可行性调查和研究

【关键字】AI技术，

【作品简介】

进攻型全面自主武器（杀手机器人）作为自主性强，危险性高，隐蔽性好的未来武器，已经随着AI及机器人技术的发展，变为随时可能实现的武器。

能够自主决策的自动化杀手机器人不但将完全改变未来战争的面貌，而且将对伦理道德，国家安全和人身安全造成极大冲击。

通过调研国内外群众对于智能武器的认识水平，各国NGO对禁止智能武器所做的努力，以及智能武器的发展现状及可能应用，来说明禁止其的必要性及可行性。

我们准备从以下四个方面开展研究：

1. 目前和将来发展情况及可能应用： AI科技方面
2. 国内外对此重视程度及进展： 社会学方向
3. 智能武器对国家安全和人身安全（人权）的影响：国际关系法方向
4. 如何推动立法有效限制智能武器使用： NGO非政府组织（主要作用是推进人们意识提升）

我们现阶段认为的必要性：

1. 大规模使用Killer Robot导致战争规模升级,可能落入对方手中，甚至落入恐怖分子手中；各国家进行军备竞赛，
2. 研究机构进行快速而不严谨不安全的研究，这种机器人可能出故障或者被黑入，造成不堪设想的后果。
3. 机器人分辨军事目标和民众的技术并不容易做出来，可能误伤。
4. 一些国家提出未来战争是机器人之间的战争，这是不可能的，战争在我们身边发生，没有分离的战争世界

以及可行性：

只要武器研发公司和国家认同禁令，武器禁止就会有显著效果。可以借鉴曾经有的成功案例，比如1997年的禁止反单兵地雷使用以及禁止激光致盲武器的研发和使用，都取得了显著的成果。进一步我们将调研智能武器和核武器，生物武器等之间的区别和联系，从而预防智能武器可能造成的毁灭性后果。
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