**Override 和 Overload的区别**：

|  |
| --- |
| Override:跟面向对象有关，是多态的具体体现，注意被覆盖的函数名称，参数类型，返回类型都相同，简单的说就是子类重写了父类的方法。  Overload: 跟面向对象无关，是指编写一个与已有函数同名但是参数列表不一样的函数，其是一种语法规则 |

**进程和线程的区别**：

|  |
| --- |
| 1: 不同的操作系统资源管理方式  进程是系统进行资源分配和调度的一个独立单位，线程是进程的一个实体,是CPU调度和分派的基本单位  2: 内存占用的不同：  进程有独立的地址空间，而线程只是一个进程中的不同执行路径。线程有自己的堆栈和局部变量，但线程之间没有单独的地址空间。  3:效率问题：  进程在执行过程中拥有独立的内存单元，而多个线程共享内存，从而极大地提高了程序的运行效率  4:健壮型问题：  多进程的程序要比多线程的程序健壮，因为单独的内存单元，不容易引起并发性的操作  5:总之：  线程和进程在使用上各有优缺点：线程执行开销小，但不利于资源的管理和保护；而进程正相反。同时，线程适合于在SMP机器上运行，而进程则可以跨机器迁移。  6:形象的例子：（工厂和车间的例子） |

**实现一个栈(stack)**:用数组

|  |
| --- |
| 1: 底层用数组来实现，构造函数包括有参和无参的构造函数  2: 类的成员变量包括，Object[] arr, int top, int maxSize; => 注意数组的类型是object,表示什么类型都能装  3: 实现pop,push的操作都是基于top成员变量的设计，  pop() => top-1  push()=> top+1  但是要注意边界条件的检测，初始化的时候，top为-1. |

**实现一个队列(queue)**:用数组

|  |
| --- |
| 思想与上面类似，不过需要两个index来标记：  front 和 rear,代表队列的第一个元素和最后一个元素，当然操作也复杂一点，  例如超过maxSize的情况下，我们考虑用mod来处理：  this.rear = (this.rear+1) % this.maxSize; => 入队列  this.front = (this.front+1) % this.maxSize; =>出队列 |

**线程的五种状态和描述**:

|  |
| --- |
| **新建(New)：**new一个Thread对象或者其子类对象就是创建一个线程，当一个线程对象被创建，但是没有开启，这个时候，只是对象线程对象开辟了内存空间和初始化数据。  **就绪(Runnable)：**新建的对象调用start方法，就开启了线程，线程就到了就绪状态。       在这个状态的线程对象，具有执行资格，没有执行权。  **运行(Running)：**当线程对象获取到了CPU的资源。在这个状态的线程对象，既有执行资格，也有执行权。  **冻结(Blocked)：**运行过程中的线程由于某些原因(比如wait,sleep)，释放了执行资格和执行权。当然，他们可以回到运行状态。只不过，不是直接回到。 而是先回到就绪状态。  **死亡(Dead)：**当线程对象调用的run方法结束，或者直接调用stop方法，就让线程对象死亡，在内存中变成了垃圾。 |

**线程start()和run()方法的区别**:

|  |
| --- |
| 调用start方法方可启动线程，而run方法只是thread的一个普通方法，调用run方法不能实现多线程；具体的说：  **Start()方法:**  start方法用来启动线程,实现了多线程运行,这时无需等待run方法体代码执行完毕而直接继续执行下面的  代码。通过调用Thread类的start()方法来启动一个线程,这时此线程处于就绪(可运行)状态，并没有运行，  一旦得到cpu时间片(执行权),就开始执行run()方法,这里方法run()称为线程体，  它包含了要执行的这个线程的内容，Run方法运行结束,此线程随即终止。  **Run()方法:**  run()方法只是Thread类的一个普通方法,如果直接调用Run方法,程序中依然只有主线程这一个线程,  其程序执行路径还是只有一条，还是要等待run方法体执行完毕后才可继续执行下面的代码，  这样就没有达到多线程的目的 |

**线程sleep()和wait()方法的区别**:

|  |
| --- |
| (1)这两个方法来自不同的类，sleep()来自Thread类，和wait()来自Object类。  (2)sleep是Thread的静态类方法，谁调用的谁去睡觉，即使在a线程里调用了b的sleep方法，实际上还是a去睡觉， 要让b线程睡觉要在b的代码中调用sleep。而wait()是Object类的非静态方法  (3)sleep()释放资源不释放锁，而wait()释放资源释放锁；  (4)使用范围：wait,notify和notifyAll只能在同步控制方法或者同步控制块里面使用,而sleep可以在任何地方使用 |

**单例模式下的饿汉和懒汉式子以及懒汉式子的多线程表示**:

|  |
| --- |
| 饿汉：  class Single  {  private Single(){}//将构造函数私有化，不让别的类建立该类对象  private static final Single s=new Single();//自己建立一个对象  public static Single getInstance()//提供一个公共访问方式  {  return s;  }  }  懒汉线程不安全：  class Single  {  private Single(){}  private static Single s;  public static Single getInstance()  {  if(s==null)  s=new Single();  return s;  }  }  上述如果多个线程同时操作懒汉式时就有可能出现线程安全问题，解决线程安全问题可以加同步来解决。但是加了同步之后，每一次都要比较锁，效率就变慢了，  所以可以加**双重判断**来提高程序效率。  public static Single getInstance()  {  **if(s==null)//当不是null时候直接return**  {  synchronized(Single.class)  {  **if(s==null) //锁内部再判断一次，确保只有一个实例**  s=new Single();  }  }  return s;  } |

**线程中为什么wait()、notify()、notifyAll()**:

|  |
| --- |
| 为什么这些方法要定义在Object类中：  (1)这些方法只存在于同步中；  (2)使用这些方法时必须要指定所属的锁，即被哪个锁调用这些方法；  (3)而锁可以是任意对象，所以任意对象调用的方法就定义在Object中。  线程间的通信：  为什么要通信：多线程并发执行的时候， 如果需要指定线程等待或者唤醒指定线程， 那么就需要通信.比如生产者消费者的问题，  怎样通信：在同步代码块中, 使用锁对象的wait()方法可以让当前线程等待, 直到有其他线程唤醒为止.  使用锁对象的notify()方法可以唤醒一个等待的线程，或者notifyAll唤醒所有等待的线程.  多线程间通信用sleep很难实现，睡眠时间很难把握。 |

**线程中如果在静态方法使用同步什么后果：**

|  |
| --- |
| 同步静态方法时会获取该类的“Class”对象，所以当一个线程进入同步的静态方法中时，线程监视器获取类本身的对象锁，其它线程不能进入这个类的任何静态同步方法。它不像实例方法，因为多个线程可以同时访问不同实例同步实例方法。 |

**java和python中传递值还是传递引用的问题**:

|  |
| --- |
| Python中的传递问题：  那么Python中参数传递是传值，还是传引用呢？准确的回答：都不是。之所以不是传值，因为没有产生复制，而且函数拥有与调用者同样的对象。而似乎更像是C++的传引用？但是有时却不能改变实参的值。只能这样说：对于不可变的对象，它看起来像C++中的传值方式；对于可变对象，它看起来像C++中的按引用传递。  Java中是传递值：链接：**https://www.zhihu.com/question/31203609**  准确的说，对于基本数据类型或者是不可变的对象，对任何参数对象的操作都会产生新的对象（类似于python的immutable对象），对于其他引用对象，传递的是引用地址的复制，细细品味下面两个例子的区别：  **1：**提供了改变自身方法的引用类型 StringBuilder sb = new StringBuilder("iphone");  void foo(StringBuilder builder)  { builder.append("4"); }  foo(sb); // sb 被改变了，变成了"iphone4"。  **2：**提供了改变自身方法的引用类型，但是不使用，而是使用赋值运算符。 StringBuilder sb = new StringBuilder("iphone");  void foo(StringBuilder builder)  { builder = new StringBuilder("ipad"); }  foo(sb); // sb 没有被改变，还是 "iphone"  **另外java中的”=”的理解：赋值的操作** 1:= 是赋值操作 任何包含=的如+=、-=、 /=等等，都内含了赋值操作）。不再是你以前理解的数学含义了，而+ - \* /和 = 在java中更不是一个级别，换句话说， = 是一个动作，一个可以改变内存状态的操作，一个可以改变变量的符号，而+ - \* /却不会。  2: 对于基本数据类型变量，= 操作是完整地复制了变量的值。  3: 对于非基本数据类型变量，= 操作是复制了变量的引用。   1. 4: 参数本身是变量，参数传递本质就是一种 = 操作。参数是变量，所有我们对变量的操作、变量能有的行为，参数都有。所以把C语言里参数是传值啊、传指针啊的那套理论全忘掉，参数传递就是 = 操作。 |

**Bloom Filter 处理大数据的检查是否存在于某集合中**:

|  |
| --- |
| 好处：  我们使用bloom过滤器能够使我们的搜索时间维持在o(1)的水平，而不用去考虑文件的规模，另外它的空间复杂度也维持在一个可观的水平。  局限性：  **在判断一个元素是否属于某个集合时，有可能会把不属于这个集合的元素误认为属于这个集合（false positive）。但不会把属于这个集合的元素误认为不属于这个集合（False Negative）**.  试用场景：  Bloom Filter不适合那些“零错误”的应用场合。而在能容忍低错误率的应用场合下，Bloom Filter通过极少的错误换取了存储空间的极大节省。  推导：  假设 Hash 函数以等概率条件选择并设置 Bit Array 中的某一位，m 是该位数组的大小，k 是 Hash 函数的个数，那么位数组中某一特定的位在进行元素插入时的 Hash 操作中没有被置位的概率是：  http://pic002.cnblogs.com/images/2012/274814/2012071316492245.png  那么在所有 k 次 Hash 操作后该位都没有被置 "1" 的概率是：  http://pic002.cnblogs.com/images/2012/274814/2012071316510534.png  如果我们插入了 n 个元素，因而该位为 "1"的概率是：  http://pic002.cnblogs.com/images/2012/274814/2012071316520528.png  现在检测某一元素是否在该集合中。标明某个元素是否在集合中所需的 k 个位置都按照如上的方法设置为 "1"，但是该方法可能会使算法错误的认为某一原本不在集合中的元素却被检测为在该集合中（False Positives），该概率由以下公式确定：  http://pic002.cnblogs.com/images/2012/274814/2012071317030828.png  上述结果是在**假定由每个 Hash 计算出需要设置的位（bit） 的位置是相互独立为前提计算出来的**，不难看出，随着 m （位数组大小）的增加，假正例（False Positives）的概率会下降，同时随着插入元素个数 n 的增加，False Positives的概率又会上升，对于给定的m，n，如何选择Hash函数个数 k 由以下公式确定：  http://pic002.cnblogs.com/images/2012/274814/2012071317175487.png  此时False Positives的概率为：  http://pic002.cnblogs.com/images/2012/274814/2012071317184158.png  而对于给定的False Positives概率 p，如何选择最优的位数组大小 m 呢，  http://pic002.cnblogs.com/images/2012/274814/2012071317223869.png  上式表明，位数组的大小最好与插入元素的个数成线性关系，对于给定的 m，n，k，假正例概率最大为：  http://pic002.cnblogs.com/images/2012/274814/2012071317253418.png |

**亚线性算法判断某数组是否全是0**:

|  |
| --- |
| 假定数组大小是n,如果我们依次扫描数组中每个元素，时间是O(n)  但是对于亚线性的算法，我们通过在原数组的随机抽样-s, 然后根据已知数据的某些信息，得到这些抽样数据和原始数据的关系，今儿得到误差，典型的**用误差来换时间和空间**：  假设数据满足e远离：即数量为1的元素个数>n\*e,  那么当我们随机抽取s=2/e 个元素，误差是：  p(抽样中没有1)<= (1-e)s e-es=e-2<1/3 |

总结：常见的复杂度转换的问题：

1: 空间换时间： 动态规划，bitmap(位排序)，bucket 排序…

2: 误差换时间或者空间：bloom filter, 亚线性时间和空间算法。