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# 1.0 INTRODUCTION

# 1.1 Introduction

My CONTENT GOES HERE

Differential equations play a crucial role in science and engineering as models for various problems involving systems undergoing change. These equations are widely applicable in fields such as economics, biology, business, health science, and social science. Mathematicians have developed numerous methods to solve differential equations, either analytically or numerically. When solving a differential equation numerically, we typically require an initial condition or boundary conditions. An equation with an initial condition is referred to as an initial value problem (IVP), while an equation with boundary conditions is known as a boundary value problem (BVP).

Differential equations serve as a powerful language for expressing fundamental laws of nature in disciplines like quantum physics, electronics, computational chemistry, and astronomy. Consequently, finding solutions to these equations holds great significance. Numerical solution methods are particularly valuable in applied problems where exact and analytic solutions are challenging or impossible to obtain. This can occur due to the nonlinearity of the equations or time-varying coefficients. As the complexity of the equations increases, such as those with higher-order coefficients, the task of solving them becomes more difficult. Certain equations also pose greater challenges due to multiple inputs under varying conditions.

## 1.2 Preliminaries and Definitions of Terms

* Differential Equation
* Ordinary Differential Equation
* A Solution of Ordinary Differential Equation

## 1.3 Errors in Numerical Computation

An error is a derivative from accuracy or correctness. In numerical analysis, an error (*E*) is the difference between the true value (*T* ) and the approximation value (A) of a mathematical problem i.e. *T* –*A*, where T = True value and A = Approximation value.

### 1.3.1 Types of Errors

There are five major sources of errors in numerical computation:

* Rounding-off error: Also cumulative, arises from using only finite number of digits. It can be shown that the global truncation error forth Euler method is proportional to h2 and for the
* Initial error: Also uncertainty error,these are errors in the data collection e.g. when a data is obtained from a physical or chemical experiment
* Absolute error: Is the error between two values and define as *Eab* = |*x*–*u*| where *x* denotes the exact value and u denotes its approximation
* Relative Error: is the absolute error/ actual value. Percentage error = relative error \* 100
* Truncation: Also discretization or approximation error are much harder to analyze. The size of this error depends on a parameter( often called the step-size), whose appropriate value is a compromise between obtaining a small error and a fast computation

## 1.4 Literature Review

## 1.5 Problem Section

### 1.5.1 Statement of Problem

### 1.5.2 Motivation

### 1.5.3 Existing Approaches

## 1.6 Objectives

# 2.0 DISCUSSION

# 3.0 CONCLUSION AND RECOMMENDATION

## 3.1 Conclusion

## 3.2 Recommendation
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