K-Means简介，前面说的KNN是分类算法

-----------------------------------------------------------

一句话讲一下什么是机器学习，通过算法引导模型训练数据使模型可用

-----------------------------------------------------------

举个例子讲一下什么算法是什么算法，模型是个啥

假如说你现在带着一个小孩逛公园，公园有很多人在遛狗。

现在你教这个小孩辨别哪个是狗。那这个小孩就是你要训练的模型。

你们走着走着就会有小动物迎面上来，你就告诉他哪个是，哪个不是，这个过程就是训练，也是小孩学习的过程。

上来的那些小动物就是你拿来训练的数据。

在这个训练，小孩学习的过程中，小孩会形成自己的认知模式，他自己会辨别哪个是狗哪个不是，等识别有了一定的准确度的时候，这个小孩就可以被称为一个可用模型。

-----------------------------------------------------------

根据这个例子大家对模型应该有个认识了。模型，简单来说可以是函数，函数根据已有的数据去完善自己的执行过程，比如，我给到模型10000组输入输出的数据集，模型根据数据集自己完善内部的参数，等训练结束的时候，面对新的输入可以执行得到一个可能符合期望可能不符合的输出。

抽象一点，模型可以是一种认知模式，像之前辨别小动物的例子，如果模型再复杂一点，小孩可以根据动物的特征分辨猫，狗，鸟，松鼠等等，那这种认知模式就是模型。

模型讲清楚了，我们来看看机器学习中常见的算法。

算法就是引导模型利用数据进行学习的方法。

在上面的例子中，如果有一个小动物过来，小孩根据目前的认知模式做出判断并问你：这个小动物是狗吧？你回答是，他就知道自己判断对了，回答错他就知道自己的判断是有误的，也就是说这时你的回答可以帮他验证和纠错，在有人告诉模型样本的正确分类的时候，就是监督式学习。

非监督式学习就是相对的，我也举不出更好的例子。但是可以说的是，K均值算法是一种非监督式学习。大家自己体会一下或者去网上找找更严谨一些的定义吧。

还有一种叫强化学习，因为今天讲到的这两个算法没有涉及到，而且我自己了解的也还不太多，就不误导大家了。

之前还有提到，K均值算法是一种聚类算法，而学姐讲的KNN算法是一种分类算法，我把分类和聚类作为基础知识再唠叨一下哈。

分类算法是根据可以比较的特性或者特征来分配已确定的标签，而聚类算法是根据相似度将样本聚为几类，打个比方来解释一下，还是给小动物分类的例子。

如果现在要把面前的小动物分成猫，狗，鸟和松鼠几类的话，我可以根据叫声，身形，还有会不会飞，吃什么就进行简单的区分，然后给每一个待处理的样本贴上一个明确的标签；而另一种情况，比方说现在有一堆动物，我把有羽毛的归为一簇，吃荤的归为一簇，然后卵生的归为一簇，我并不关心类别具体是什么，但是我知道同类的样本具有一定的相似度。

分类的目的是利用分类器将信息映射成一个具体的类别；而聚类的目的是找出样本的相似之处。

分类是一种典型的带有监督的学习，聚类是非监督式的。具体怎么解释监督式和非监督式我还不太行，但是在分类和聚类问题上，对于分类，每个样本都是带有标签的，也就是说每一个样本都有一个正确答案的，而聚类不是这样的。

-----------------------------------------------------------

终于切入正题了哈哈，我们说一说算法的具体步骤，前面在说主要思想的时候已经概括了，在这看一看算法的细节，另外再举两个例子给大家理解一下。

K均值算法第一步先要确定初始质心，在初始质心的基础上开始迭代。初始质心的选择会直接影响到聚类算法最后的效果，等会有一个聚类结果的对比，我们先看完这些步骤。

K值决定了我们最后要聚成几类，这个K值是要预先设置好的，要求我们对数据集有一定的认识，可以是根据经验，也可以是根据事先试验的结果。这个K值也会影响到聚类的效果。

-----------------------------------------------------------

这就是算法在不同初始质心下的聚类效果。

左边这张图在结果上是更加符合我们预期的，根据我们肉眼的观察和直觉，大致也就是分类成这么个情况；而右边的图很明显超出我们的预料，但是从算法的执行过程上来看，又都是正确的。

对于这一现象的解释是说，因为在计算聚类质心的时候用的是平均值，然后我们也清楚，平均值是很容易受到异常点的影响的，所以如果真的不加限制的随机选择初始节点，就有可能因为初始节点太离谱导致这种结果。这是算法本身就有的缺陷，当然后面会介绍到一些方法针对缺陷来进行改进。

在这之后还有一张图，我们可以到散点最后聚成了3个类，显然这也是不符合我们预期的，导致这种结果既有可能是因为初始K值没设置好，也有可能是初始质心点选择的不合适。

-------------------------切回去----------------------------

下一步是计算相似度和更新各个类的质心。

K均值算法用距离来代表相似度，这个距离其实是不仅限于欧式距离的，只是用其他的距离来代替欧式距离的话不能保证最后一定可以收敛，但是可以的到K均值算法的一些变体，比如说球体K均值算法和K中心点算法……

根据相似度完成聚类之后用新的质心代替原来的质心，最后重复这两个步骤直到质心不再发生变化就可以得到各个簇的质心点以及知道每个样本点分别属于哪个簇。

这就是K均值算法的所有步骤。下面有一个比较完整的流程。

-----------------------------------------------------------

大家看一下知道这个流程是怎么回事儿就好了。

先是初始化，然后随机确定初始质心点，之后计算相似度，重新计算质心点，迭代，出结果。

这么来看的话，K均值算法还是不太难理解的。

-----------------------------------------------------------

然后我们来简单介绍一下K-Means算法的一些有意思的应用。

首先是可以用K-Means算法来实现图像压缩。

图像压缩就跟矩阵压缩很像，对与一个稀疏矩阵，我们只存储它有含义的部分，剩余的部分用很小的一部分空间就可以记录了。图像压缩也是一样的，将冗余的信息去掉，或是简单存储。

比如说这张图，两只老鼠的颜色，背后的墙，地板的颜色，这些大块面积的颜色都相同，就是我们压缩的对象。又或者说下面这是动画连续的几帧，在这连续的几帧中动画的背景甚至人物大面积的外形都没有变化，我们就可以在这上面进行压缩存储。

大家如果对图像压缩比较感兴趣的话可以去网上了解一下，我觉得还挺有意思的。

用K-Means算法如果可以实现精确的聚类，我们就可以把上述冗余的信息用很小的空间解决掉了。

-----------------------------------------------------------

K-Means算法还可以用作其他算法的预处理。比如说像KNN这样的分类算法一般要求事先有几个已经确定的标签也就是确定的类，在要求没那么高的情况下，我可以先对已有的数据用K均值做预处理，然后再把新的数据导入进来做预测。

-----------------------------------------------------------

第三个应用其实我也不知道应该怎么来称呼，就是上面讲的K均值算法看起来还是蛮简单的，就是二位平面上对坐标点的一些操作，事实上当涉及到高维度空间的时候，人眼就派不上用场，只能用计算机来计算了。

-----------------------------------------------------------

最后对K-Means的优缺点做个简单的总结吧

首先K均值算法易于理解，而且简单易实现；

相比于K近邻算法，K均值对存储空间的要求不大；

另外就是K均值对给的样本点是没有要求的，所有的点一开始就是无序的；

它的局限性在于，之前说过了，对异常值，也就是孤立数据点或者说噪声比较敏感；

然后就是这个聚类类别的个数是需要我们提前设置的，可能对于一个数据集我们也不清楚聚成几个类别合适，所以可能要求我们有一些先验知识；

上面这两点其实都是导致算法产生的不是全局最优解，而是局部最优解。

-----------------------------------------------------------

最后，这个算法其实是可以改进的，而且改进主要是针对初始点选择的方法进行改进的。

有一个很常见的就是K-Means++。他的大致思路就是在选择的时候尽可能地让初始中心点相距较远，大家有兴趣的话可以去了解一下具体的操作。