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# Abstract

Summarize your work. Briefly introduce the problem, the methods and state the key results.

(TODO – provide a summary of the DDSP project and the process of deciding how to play with it, along with what we decided to implement and our experiments with it)

# Intro

Review the papers relevant to your project. Explain the problem domain, existing approaches and the specific contribution of the relevant paper(s). Also detail the drawbacks which you plan to address. If it’s a custom project, explain your specific motivation and goals. Cite any other work as needed.

Differential Digital Signal Processing (or DDSP[[1]](#footnote-1) for short), is a library which enables the addition of signal processing elements into TensorFlow[[2]](#footnote-2), a well-known library with modern automatic differentiation.

This work was done to fill in the gap in neural networks training for audio generation. While most generative models (such as WaveGAN[[3]](#footnote-3), SING[[4]](#footnote-4), MCNN[[5]](#footnote-5), WaveNet[[6]](#footnote-6), GANSynth[[7]](#footnote-7) and others) directly generate samples in either the time or frequency domains (and sometimes both of them), DDSP integrates classic signal processing elements (synthesizers and effects), to improve neural networks’ approximation by using the strong structural priors of these tools, which promotes generalization. Specifically, unlike the works mentioned before, using said DSP elements might successfully incorporate their ability to convey audio, as they align with the data domain.

This is, as explained in the paper, because these elements exploit the periodic structure of resonating, similarly to how the human ear has evolved, unlike other audio synthesis models.

For example, generative models such as WaveGAN generate waveforms directly. Since audio usually includes many frequencies, the model must generate aligned waveforms, included with every filter applied to them, which is generally very challenging. Using a harmonic oscillator (called an additive synthesizer) in a neural network eliminates this issue by automatically outputting a signal several sinusoidal components at harmonic frequencies (integer multiples of a fundamental frequency).

More issues covered in the original paper are Fourier-based models such as GANSynth which suffer from spectral leakage problem, and autoregressive waveform models such as WaveNet which bypass all aforementioned issues by generating the waveform a single sample at a time. However, this causes them to require larger networks to learn this complex model, and exposess them to bias during generation.

The DDSP library[[8]](#footnote-8) currently features 6 interpretable DSP elements implemented as TensorFlow layers: 3 synthesizers and 3 effects:

* Additive synthesizer (a harmonic oscillator)
* Filtered noise (“subtractive” synthesizer)
* Wavetable (interpolative lookup from small chunks of waveforms)
* Reverberation
* FIR Filter (linear time-varying finite impulse response)
* ModDelay (variable length delay lines)

(TODO – Fill either

1. An explanation of our addition to the library, why we selected it and how it integrates with the library
2. An explanation of the demo the DDSP guys held, along with our idea of implementing something fun with it.

)

# Methods

If implementing an existing paper, explain the original approach as well as your ideas for modifications, additions or improvements to the algorithm/task/domain etc., as relevant. Otherwise, provide a detailed explanation of your approach. In both cases, explain the empirical and/or theoretical motivation for what you are doing. Finally, describe the data you will be using for evaluation.

(TODO – For all (or maybe just a few) implemented element, explain its implementation, mathematically, while also adding a paragraph of how it makes it differentiable. Perhaps add the way it was trained and used in the paper’s demo)

(TODO – Add a detailed overview of our idea, including for the motivation of why it would work and how it integrates with the paper)

(TODO – Add a paragraph or two on the data we used, how we acquired it and how it was used)
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