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# Introduction

Reinforcement learning is a machine learning training method where desired behavior is rewarded (positive reinforcement) while undesirable behavior is penalized (negative reinforcement). A reinforcement learning agent can perceive and interpret its environment, act, and receive a reward or penalty based on the action. In this way, a reinforcement learning agent can learn through trial and error.

Open Ai Gym is an open-source Python library which facilitates the development and comparison of different reinforcement algorithms by providing a standard API to communicate between learning algorithms and environments.

In this paper, we will be focusing on the topic of reinforcement learning using Open Ai Gym. Two environments were chosen to be the focus of our research which are Cart Pole v0 and Acrobot v1 from the Classic Controls environment. Cart Pole was chosen to showcase positive reinforcement learning while Acrobot was chosen to showcase negative reinforcement learning.

The first task detailed in this paper is to innovate and improve existing reinforcement learning algorithms to improve the performance of the algorithm. The technique used is to combine different improvements of reinforcement learning algorithms and to compare the results. This allows us to ascertain the best combination which produces the best results.

The second task is to carry out simple research on the reinforcement learning agents. The research topic decided on was to study the effects of different reward functions on the performance of the reinforcement learning algorithms. The base reward function used for Cart Pole and Acrobot are uninformative. Several different reward functions have been proposed and will be tested to determine the best reward function for both problems.

The reinforcement algorithm used in this paper is Q-Learning. The base of the code used is adapted from medium.com[1](#_References) and was created by Matthew Chan. The code has been modified to run the chosen environment and collect results such as the mean number of episodes for completion and the standard deviation in completion episodes. The code also allows easier change in variables and reward functions to ease the process of result collection.

# Background

Before going further into the paper, research was done to discover any key papers that may be relevant to the topic. Research papers focusing on innovations to reinforcement learning algorithms and reward functions were prioritized.

For innovations in reinforcement learning algorithms, 6 research papers of interest were found. As shown by Jacopo Fior and Luca Cagliero, the granularity of the data influences the results of machine learning-based stock trading[2](#_References). H.R. Tizhoosh has also tried to introduce opposition-based learning as a new scheme for machine intelligence[3](#_References). Research into optimistic exploration value functions[4](#_References) has also been done by Michal Gregor and Juraj Spalek. Tom Zahavy, et al. have done research into action elimination with deep reinforcement learning[5](#_References). Research into discounting deep reinforcement learning[6](#_References) has also been done by Vincent François-Lavet, Raphael Fonteneau and Damien Ernst. Finally, Hado van Hasselt introduced Double Q-Learning algorithm which lacks the overestimation bias of Q-Learning algorithm[7](#_References).

For research into reinforcement learning reward functions, 3 research papers were found to be relevant. Stefan Šćepanović has tested and compared the training performance of a Double DQN with different reward functions[8](#_References). Reward functions based on the DDQN algorithm[9](#_References) have also been designed by Qianhao Xiao, Xin Zhang, et al. Finally, Jiexin Xie, Yue Li, et al. have optimized the reward functions of deep reinforcement learning for robotic trajectory planning[10](#_References).

# Methods

For both tasks, some parameters have been retained throughout the entire experiment. These parameters are:

1. Seed – 20313854
2. Max Discount Factor – 0.999
3. Min Learning Rate – 0.1
4. Min Explore Rate – 0.01

For the first task, 6 improvements were chosen based on the 6 research papers above on innovations in reinforcement learning algorithms. To facilitate easier testing and comparison between the results, improvements that span a range of values have been fixed such as granularity, discount factor and random initialization of initial Q-table values.

The 6 improvements to the reinforcement learning algorithm are:

1. N-tuple Q-tables
   * Number of Q-tables range from 1 – 5
   * Action is selected based on the sum of all Q-tables values
   * First Q-table is randomly selected to be updated with reward
   * Second Q-table is randomly selected from remaining tables to get the best Q-value
2. Granularity of Q-tables
   * Granularity of Cart Pole is either (1, 1, 6, 3) or (1, 1, 6, 7)
   * Granularity of Acrobot is fixed at (1, 1, 1, 1, 10, 10)
3. Opposition Learning
   * Opposite action of a state is also acted upon, and the opposite reward added to the Q-table
4. Random Initialization of Q-tables
   * Q-tables can start with all 0s or with values drawn from a standard normal distribution
5. Discount Factor Discounting
   * Discount factor can be constant at 0.999 or start from 0.99 and increase by 0.001 each episode until 0.999
6. Action Limiting
   * Number of actions for Cart Pole is fixed at 2
   * Number of actions for Acrobot is 2 if do nothing action is removed or 3

For the second task of the paper, the best results from each category of the first task were chosen to have their reward functions changed so that new results can be generated and compared. Cart Pole received 5 new reward functions while 3 new reward functions were chosen for Acrobot.

The 5 reward functions for Cart Pole are:

1. Termination Penalty
   * Actions that lead to termination are given a penalty of -1
2. Time-Based Reward
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   * Reward increases exponentially with time
3. Uniform Angle Reward
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   * Reward varies linearly with angle
4. Exponential Angle Reward
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   * Reward increases more rapidly as angle decreases
5. Logarithmic Angle Reward
   * ![](data:image/png;base64,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)
   * Reward decreases more rapidly as angle increases

The 3 reward functions for Acrobot are:

1. Time-Based Penalty
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   * Reward decreases exponentially with time
2. Velocity-Based Penalty
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   * Reward decreases when velocity decreases or when both velocities are in opposite directions
3. Height-Based Penalty
   * ![](data:image/png;base64,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)
   * Reward varies linearly with height

A reward of 0 is still given if Acrobot reaches threshold and episode terminates.

# Results

For Cart Pole, a run is solved when the average time steps for the last 100 episodes is greater or equal to 195.0.

A run in Acrobot is solved when the average time steps for termination for the last 100 episodes is less than or equal to 195.0.

For the experiment, 50 runs were tested with each run lasting 500 episodes. Runs that fail to complete within the allocated 500 episodes were considered failures. The experiment was considered a success if 30 runs were successful.

Results for the 30 runs such as the mean number of episodes for completion, standard deviation in completion episodes, median, interquartile range, min, max and number of failed runs were collected. Experiments that fail the 30-run requirement have their results left empty.

The results were sorted in descending order based on the expected difference between the base sample and current sample average. The t-test at a one-tailed 99% confidence level was used to calculate the difference. A result of 0 indicates that there is no statistically significant difference between the two samples. If ties occur, the results were then sorted ascendingly by mean.

For the innovations of both [Cart Pole](#_Cart_Pole_Innovation) and [Acrobot](#_Acrobot_Innovation_Results), results generally improve when the number of Q-tables increases. The addition of random initialization of Q-table values and/or discount factor discounting produces unpredictable results. A combination of more than 3 improvements also produces worse results.

For the innovation of [Cart Pole](#_Cart_Pole_Innovation), choosing the correct granularity gives the largest improvement to results. At [low number of Q-tables,](#_Cart_Pole_Single) opposition learning causes the experiments with wrong granularity to fail. However, the absence of opposition learning at [high number of Q-tables](#_Cart_Pole_Quadruple) produces terrible results and failed experiments. The [best and most stable combination](#_Cart_Pole_Quintuple) seems to be 5 Q-tables with the correct granularity and opposition learning.

For the innovation of [Acrobot](#_Acrobot_Innovation_Results), limiting the action space gives the largest improvement to results. However, opposition learning in [Acrobot](#_Acrobot_Innovation_Results) causes failure in all cases. The [best and most stable combination](#_Acrobot_Quintuple_Q-Learning) seems to be 5 Q-tables with action limiting.

For the reward functions of [Cart Pole](#_Cart_Pole_Reward), time-based reward generally performs worse while all other reward functions perform better than the base reward function. For the 3 angle-based reward functions, a definitive best reward function cannot be determined. The results of the termination penalty reward function are also comparable to the 3 angle-based reward functions.

For the reward functions of [Acrobot](#_Acrobot_Reward_Functions), time-based penalty and height-based penalty reward functions generally perform better than the base reward function with time-based penalty being the clear winner. The results of velocity-based reward function were too volatile to make a clear conclusion.

# Discussion

Results generally improve when the number of Q-tables increases. In Double Q-learning, having two Q-tables reduces the overestimation bias in the best Q-value. By increasing the number of Q-tables, we may be able to reduce the overestimation bias even further and get better results.

Random initialization of Q-table values is used to encourage exploration in the early stages of the run yet produces unpredictable results. This is most likely due to the random nature of the improvement. If the Q-tables start with good values, then the run may reach convergence faster. If not, then the results of the run may be worse.

Discount factor discounting also produces unpredictable results. This may be because discount factor discounting was originally used in deep reinforcement learning over the course of thousands of time steps. The 200-time steps in Cart Pole and 500-time steps in Acrobot are too short of a time scale for the improvement to have any noticeable effect and may instead be detrimental.

Normally, improvements to the algorithm by themselves improve the results. Yet, when we combine more and more improvements, they may start to interfere with each other, and this causes worse results. So, including 3 improvements to the algorithm seems to be the limit.

Choosing the correct granularity is also important to getting the best results. If the granularity is too course, we may not be able to separate the state space effectively. If the granularity is too fine, we may get a lot of similar and redundant state spaces.

Choosing the correct actions is also important to getting good results. Actions like do nothing in Acrobot are useless and do not contribute anything meaningful to the results and should be removed.

Opposition learning only works if the reward function is informative or if the Q-tables are not saturated. The original reward functions for Cart Pole and Acrobot are uninformative and serve to only clutter up the Q-tables. For Cart Pole, saturation of the Q-table happens only on low numbers of Q-tables, so opposition learning works more quickly. For Acrobot, saturation of the Q-tables happens more easily. This is because a bad run in Cart Pole ends quickly while a bad run in Acrobot runs for 500-time steps.

For reward functions of [Cart Pole](#_Cart_Pole_Reward), time-based reward performs worse because time is not important as the run length is fixed at 200. Termination penalty is more informative as it differentiates between good and bad moves. The 3 angle-based rewards are also more informative yet the best among the 3 cannot be determined as the experiments are too simple.

For reward functions of [Acrobot](#_Acrobot_Reward_Functions), time-based penalty is the most informative as it penalizes a later move more heavily. Results of velocity-based penalty were volatile as the only information received is the velocity while termination happens randomly. Height-based penalty performs better than the base reward as it is more informative yet worse than time-based penalty as the system cannot directly influence the height.

In conclusion, different reinforcement learning problems have different conditions and parameters. So, care must be taken to choose the best combinations of improvements and the best reward function to obtain the best results. However, the most important factor is still the granularity of the state space and the size of the action space.

For future works, other improvements such as variable discount factor can be explored. Reward functions that change based on different conditions can also be researched.
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# Appendices

## Cart Pole Innovation Results

### Cart Pole Symbols

|  |  |  |  |
| --- | --- | --- | --- |
| Symbol | Name | Excluded | Included |
| G | Granularity | (1, 1, 6, 3) | (1, 1, 6, 7) |
| O | Opposition Learning | No | Yes |
| R | Random Initialization | Zeros | Normal |
| D | Discount Factor | 0.999 | (0.99, 100) |

### Cart Pole Single Q-Learning

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Combination | Mean | S.T.D | Median | I.Q.R | Max | Min | Failed | Difference |
| None | | | | | | | | |
| - | 257.27 | 14.94 | 256.0 | 25.0 | 288 | 235 | 0 | 0 |
| One | | | | | | | | |
| G | 237.03 | 12.74 | 236.0 | 17.0 | 269 | 217 | 0 | 11.66 |
| D | 257.97 | 15.28 | 259.0 | 21.0 | 294 | 230 | 0 | 0 |
| R | 266.47 | 17.92 | 263.5 | 25.0 | 305 | 235 | 0 | 0 |
| O | - | - | - | - | - | - | - | - |
| Two | | | | | | | | |
| G + R | 231.10 | 9.32 | 231.5 | 12.0 | 250 | 216 | 0 | 18.48 |
| G + D | 238.30 | 14.59 | 236.5 | 16.0 | 273 | 217 | 0 | 9.85 |
| G + O | 256.23 | 12.85 | 252.0 | 16.0 | 287 | 239 | 0 | 0 |
| D + R | 260.77 | 16.24 | 259.5 | 18.0 | 313 | 237 | 0 | 0 |
| O + D | - | - | - | - | - | - | - | - |
| O + R | - | - | - | - | - | - | - | - |
| Three | | | | | | | | |
| G + D + R | 234.57 | 13.34 | 232.0 | 17.0 | 268 | 216 | 0 | 13.95 |
| G + O + D | 250.03 | 8.18 | 249.0 | 10.0 | 275 | 236 | 2 | 0 |
| G + O + R | 252.80 | 10.53 | 254.0 | 14.0 | 276 | 229 | 0 | 0 |
| O + D + R | - | - | - | - | - | - | - | - |
| Four | | | | | | | | |
| G + O + D + R | 247.80 | 7.06 | 247.0 | 12.0 | 261 | 237 | 0 | 2.25 |

### Cart Pole Double Q-Learning

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Combination | Mean | S.T.D | Median | I.Q.R | Max | Min | Failed | Difference |
| None | | | | | | | | |
| - | 254.90 | 19.99 | 252.5 | 29.0 | 303 | 223 | 1 | 0 |
| One | | | | | | | | |
| G | 230.03 | 16.98 | 224.5 | 23.0 | 275 | 206 | 1 | 17.36 |
| D | 249.83 | 17.32 | 252.0 | 22.0 | 296 | 215 | 4 | 0 |
| R | 252.77 | 19.85 | 251.0 | 25.0 | 328 | 221 | 0 | 0 |
| O | - | - | - | - | - | - | - | - |
| Two | | | | | | | | |
| G + D | 229.50 | 19.48 | 223.5 | 16.0 | 283 | 207 | 0 | 17.05 |
| G + O | 243.77 | 17.88 | 239.0 | 24.0 | 299 | 221 | 0 | 3.32 |
| G + R | 238.63 | 38.79 | 229.0 | 24.0 | 418 | 201 | 0 | 0.48 |
| D + R | 256.47 | 19.06 | 255.0 | 29.0 | 298 | 216 | 4 | 0 |
| O + D | - | - | - | - | - | - | - | - |
| O + R | - | - | - | - | - | - | - | - |
| Three | | | | | | | | |
| G + D + R | 232.57 | 13.84 | 230.5 | 19.0 | 265 | 205 | 0 | 15.80 |
| G + O + R | 246.97 | 18.29 | 243.5 | 23.0 | 296 | 217 | 0 | 0 |
| G + O + D | 249.60 | 15.99 | 248.0 | 22.0 | 290 | 218 | 1 | 0 |
| O + D + R | - | - | - | - | - | - | - | - |
| Four | | | | | | | | |
| G + O + D + R | 245.97 | 13.43 | 244.5 | 18.0 | 285 | 228 | 0 | 2.53 |

### Cart Pole Triple Q-Learning

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Combination | Mean | S.T.D | Median | I.Q.R | Max | Min | Failed | Difference |
| None | | | | | | | | |
| - | 242.50 | 18.16 | 237.5 | 15.0 | 304 | 220 | 3 | 4.50 |
| One | | | | | | | | |
| G | 217.13 | 10.23 | 215.5 | 10.0 | 248 | 205 | 0 | 32.23 |
| D | 242.37 | 13.40 | 242.5 | 16.0 | 274 | 218 | 5 | 6.13 |
| R | 242.03 | 19.36 | 236.5 | 21.0 | 296 | 212 | 9 | 4.56 |
| O | 291.23 | 31.16 | 283.5 | 27.0 | 409 | 256 | 0 | 0 |
| Two | | | | | | | | |
| G + R | 218.13 | 14.51 | 215.0 | 16.0 | 255 | 199 | 1 | 30.04 |
| G + D | 220.33 | 13.83 | 217.5 | 15.0 | 254 | 201 | 0 | 28.05 |
| G + O | 225.00 | 9.20 | 223.0 | 15.0 | 246 | 210 | 0 | 24.61 |
| D + R | 238.33 | 12.83 | 234.5 | 18.0 | 272 | 221 | 6 | 10.34 |
| O + R | 284.07 | 18.16 | 278.5 | 25.0 | 324 | 257 | 0 | 0 |
| O + D | 294.67 | 33.95 | 284.5 | 40.0 | 418 | 254 | 1 | 0 |
| Three | | | | | | | | |
| G + O + D | 221.77 | 5.95 | 221.5 | 7.0 | 236 | 209 | 0 | 28.48 |
| G + D + R | 222.03 | 12.89 | 220.5 | 17.0 | 251 | 204 | 1 | 26.62 |
| G + O + R | 224.77 | 11.15 | 223.0 | 9.0 | 262 | 206 | 0 | 24.36 |
| O + D + R | 283.00 | 11.83 | 282.5 | 20.0 | 305 | 261 | 0 | 0 |
| Four | | | | | | | | |
| G + O + D + R | 224.40 | 9.05 | 227.0 | 14.0 | 238 | 206 | 0 | 25.24 |

### Cart Pole Quadruple Q-Learning

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Combination | Mean | S.T.D | Median | I.Q.R | Max | Min | Failed | Difference |
| None | | | | | | | | |
| - | 233.60 | 15.50 | 231.0 | 21.0 | 275 | 211 | 13 | 14.27 |
| One | | | | | | | | |
| G | 223.77 | 20.00 | 219.0 | 17.0 | 299 | 194 | 13 | 22.60 |
| D | 234.53 | 12.92 | 232.0 | 11.0 | 276 | 213 | 13 | 14.11 |
| R | 234.73 | 16.79 | 231.5 | 18.0 | 282 | 213 | 7 | 12.72 |
| O | 275.10 | 13.73 | 274.0 | 17.0 | 323 | 256 | 0 | 0 |
| Two | | | | | | | | |
| G + O | 217.23 | 7.31 | 216.0 | 12.0 | 234 | 207 | 0 | 32.78 |
| G + D | 218.53 | 13.39 | 215.5 | 15.0 | 262 | 202 | 9 | 29.98 |
| G + R | 220.30 | 21.51 | 212.0 | 15.0 | 295 | 202 | 12 | 25.53 |
| D + R | 242.60 | 24.30 | 235.5 | 39.0 | 297 | 217 | 18 | 2.21 |
| O + D | 274.17 | 15.20 | 271.0 | 13.0 | 329 | 254 | 0 | 0 |
| O + R | 279.23 | 29.03 | 274.0 | 18.0 | 410 | 244 | 0 | 0 |
| Three | | | | | | | | |
| G + O + D | 218.20 | 6.28 | 217.5 | 7.0 | 233 | 204 | 0 | 31.99 |
| G + O + R | 219.23 | 8.09 | 219.0 | 9.0 | 238 | 205 | 0 | 30.62 |
| G + D + R | 226.57 | 23.56 | 220.5 | 37.0 | 301 | 197 | 15 | 18.51 |
| O + D + R | 279.07 | 17.36 | 275.0 | 20.0 | 316 | 249 | 0 | 0 |
| Four | | | | | | | | |
| G + O + D + R | 219.03 | 10.13 | 218.0 | 12.0 | 249 | 203 | 0 | 30.35 |

### Cart Pole Quintuple Q-Learning

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Combination | Mean | S.T.D | Median | I.Q.R | Max | Min | Failed | Difference |
| None | | | | | | | | |
| - | - | - | - | - | - | - | - | - |
| One | | | | | | | | |
| O | 263.10 | 14.37 | 260.5 | 12.0 | 298 | 239 | 0 | 0 |
| G | - | - | - | - | - | - | - | - |
| D | - | - | - | - | - | - | - | - |
| R | - | - | - | - | - | - | - | - |
| Two | | | | | | | | |
| G + O | 215.53 | 7.88 | 214.0 | 11.0 | 231 | 199 | 0 | 34.36 |
| O + D | 267.60 | 21.01 | 263.5 | 25.0 | 330 | 237 | 0 | 0 |
| O + R | 268.70 | 16.30 | 267.0 | 19.0 | 305 | 248 | 0 | 0 |
| G + D | - | - | - | - | - | - | - | - |
| G + R | - | - | - | - | - | - | - | - |
| D + R | - | - | - | - | - | - | - | - |
| Three | | | | | | | | |
| G + O + R | 214.07 | 9.53 | 214.5 | 12.0 | 231 | 196 | 0 | 35.46 |
| G + O + D | 219.63 | 7.65 | 218.5 | 10.0 | 239 | 205 | 1 | 30.31 |
| O + D + R | 273.13 | 24.76 | 267.5 | 25.0 | 379 | 245 | 0 | 0 |
| G + D + R | - | - | - | - | - | - | - | - |
| Four | | | | | | | | |
| G + O + D + R | 217.07 | 6.33 | 216.5 | 9.0 | 231 | 208 | 0 | 33.12 |

## Acrobot Innovation Results

### Acrobot Symbols

|  |  |  |  |
| --- | --- | --- | --- |
| Symbol | Name | Excluded | Included |
| A | Action Limiting | 3 | 2 |
| O | Opposition Learning | No | Yes |
| R | Random Initialization | Zeros | Normal |
| D | Discount Factor | 0.999 | (0.99, 100) |

### Acrobot Single Q-Learning

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Combination | Mean | S.T.D | Median | I.Q.R | Max | Min | Failed | Difference |
| None | | | | | | | | |
| - | 293.87 | 36.64 | 286.5 | 43.0 | 414 | 252 | 0 | 0 |
| One | | | | | | | | |
| A | 268.47 | 29.96 | 260.0 | 23.0 | 359 | 237 | 0 | 4.73 |
| R | 286.70 | 30.39 | 278.0 | 41.0 | 360 | 244 | 0 | 0 |
| D | 297.63 | 46.78 | 274.5 | 72.0 | 443 | 242 | 0 | 0 |
| O | - | - | - | - | - | - | - | - |
| Two | | | | | | | | |
| A + D | 266.87 | 29.70 | 259.5 | 20.0 | 384 | 235 | 0 | 6.40 |
| A + R | 270.67 | 32.62 | 259.0 | 32.0 | 369 | 236 | 0 | 1.77 |
| D + R | 303.80 | 36.48 | 300.0 | 39.0 | 398 | 255 | 0 | 0 |
| O + D | - | - | - | - | - | - | - | - |
| O + R | - | - | - | - | - | - | - | - |
| A + O | - | - | - | - | - | - | - | - |
| Three | | | | | | | | |
| A + D + R | 274.57 | 41.31 | 263.5 | 29.0 | 443 | 243 | 0 | 0 |
| A + O + D | - | - | - | - | - | - | - | - |
| A + O + R | - | - | - | - | - | - | - | - |
| O + D + R | - | - | - | - | - | - | - | - |
| Four | | | | | | | | |
| A + O + D + R | - | - | - | - | - | - | - | - |

### Acrobot Double Q-Learning

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Combination | Mean | S.T.D | Median | I.Q.R | Max | Min | Failed | Difference |
| None | | | | | | | | |
| - | 258.03 | 16.76 | 259.0 | 21.0 | 302 | 233 | 2 | 18.24 |
| One | | | | | | | | |
| A | 243.83 | 17.35 | 245.0 | 26.0 | 293 | 214 | 1 | 32.33 |
| D | 274.63 | 54.31 | 257.0 | 40.0 | 478 | 219 | 0 | 0 |
| R | 283.13 | 56.42 | 268.0 | 43.0 | 481 | 225 | 2 | 0 |
| O | - | - | - | - | - | - | - | - |
| Two | | | | | | | | |
| A + D | 250.43 | 22.90 | 245.5 | 20.0 | 322 | 219 | 0 | 24.57 |
| A + R | 263.13 | 49.91 | 244.5 | 32.0 | 430 | 224 | 1 | 3.70 |
| D + R | 277.57 | 41.34 | 263.5 | 38.0 | 395 | 224 | 2 | 0 |
| O + D | - | - | - | - | - | - | - | - |
| O + R | - | - | - | - | - | - | - | - |
| A + O | - | - | - | - | - | - | - | - |
| Three | | | | | | | | |
| A + D + R | 270.80 | 67.56 | 247.0 | 42.0 | 500 | 225 | 0 | 0 |
| A + O + D | - | - | - | - | - | - | - | - |
| A + O + R | - | - | - | - | - | - | - | - |
| O + D + R | - | - | - | - | - | - | - | - |
| Four | | | | | | | | |
| A + O + D + R | - | - | - | - | - | - | - | - |

### Acrobot Triple Q-Learning

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Combination | Mean | S.T.D | Median | I.Q.R | Max | Min | Failed | Difference |
| None | | | | | | | | |
| - | 286.97 | 67.94 | 262.0 | 68.0 | 496 | 226 | 3 | 0 |
| One | | | | | | | | |
| R | 263.93 | 37.28 | 251.5 | 37.0 | 414 | 227 | 2 | 7.11 |
| A | 257.60 | 66.80 | 238.5 | 26.0 | 466 | 210 | 2 | 2.99 |
| D | 278.47 | 48.87 | 263.0 | 45.0 | 428 | 227 | 2 | 0 |
| O | - | - | - | - | - | - | - | - |
| Two | | | | | | | | |
| A + D | 245.97 | 39.84 | 234.0 | 22.0 | 417 | 213 | 1 | 24.26 |
| A + R | 244.37 | 50.33 | 232.0 | 19.0 | 500 | 217 | 0 | 22.31 |
| D + R | 270.83 | 49.80 | 258.0 | 36.0 | 479 | 229 | 1 | 0 |
| O + D | - | - | - | - | - | - | - | - |
| O + R | - | - | - | - | - | - | - | - |
| A + O | - | - | - | - | - | - | - | - |
| Three | | | | | | | | |
| A + D + R | 236.90 | 17.40 | 234.5 | 17.0 | 291 | 216 | 1 | 39.25 |
| A + O + D | - | - | - | - | - | - | - | - |
| A + O + R | - | - | - | - | - | - | - | - |
| O + D + R | - | - | - | - | - | - | - | - |
| Four | | | | | | | | |
| A + O + D + R | - | - | - | - | - | - | - | - |

### Acrobot Quadruple Q-Learning

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Combination | Mean | S.T.D | Median | I.Q.R | Max | Min | Failed | Difference |
| None | | | | | | | | |
| - | 263.23 | 51.20 | 250.0 | 53.0 | 491 | 216 | 4 | 3.14 |
| One | | | | | | | | |
| A | 233.00 | 38.63 | 226.0 | 18.0 | 428 | 207 | 0 | 37.61 |
| R | 247.20 | 25.84 | 240.5 | 32.0 | 342 | 212 | 2 | 27.09 |
| D | 266.73 | 34.05 | 264.0 | 62.0 | 353 | 222 | 1 | 5.29 |
| O | - | - | - | - | - | - | - | - |
| Two | | | | | | | | |
| A + D | 232.97 | 23.27 | 223.5 | 23.0 | 308 | 209 | 1 | 41.94 |
| A + R | 235.00 | 32.52 | 225.5 | 34.0 | 358 | 200 | 0 | 37.47 |
| D + R | 260.53 | 28.06 | 258.5 | 38.0 | 318 | 221 | 2 | 13.18 |
| O + D | - | - | - | - | - | - | - | - |
| O + R | - | - | - | - | - | - | - | - |
| A + O | - | - | - | - | - | - | - | - |
| Three | | | | | | | | |
| A + D + R | 241.37 | 41.27 | 232.0 | 23.0 | 423 | 210 | 0 | 28.39 |
| A + O + R | - | - | - | - | - | - | - | - |
| A + O + D | - | - | - | - | - | - | - | - |
| O + D + R | - | - | - | - | - | - | - | - |
| Four | | | | | | | | |
| A + O + D + R | - | - | - | - | - | - | - | - |

### Acrobot Quintuple Q-Learning

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Combination | Mean | S.T.D | Median | I.Q.R | Max | Min | Failed | Difference |
| None | | | | | | | | |
| - | 251.47 | 34.26 | 243.5 | 40.0 | 343 | 213 | 4 | 20.49 |
| One | | | | | | | | |
| A | 222.37 | 10.50 | 221.5 | 12.0 | 261 | 208 | 0 | 54.85 |
| R | 250.70 | 26.15 | 242.5 | 41.0 | 318 | 221 | 2 | 23.51 |
| D | 258.30 | 43.75 | 255.0 | 35.0 | 450 | 212 | 0 | 10.64 |
| O | - | - | - | - | - | - | - | - |
| Two | | | | | | | | |
| A + D | 228.77 | 19.21 | 225.5 | 18.0 | 285 | 202 | 1 | 47.03 |
| A + R | 233.30 | 52.16 | 225.5 | 21.0 | 495 | 202 | 1 | 32.73 |
| D + R | 249.80 | 25.25 | 249.5 | 35.0 | 299 | 211 | 1 | 24.63 |
| O + D | - | - | - | - | - | - | - | - |
| O + R | - | - | - | - | - | - | - | - |
| A + O | - | - | - | - | - | - | - | - |
| Three | | | | | | | | |
| A + D + R | 222.67 | 10.28 | 223.0 | 14.0 | 250 | 206 | 0 | 54.58 |
| A + O + R | - | - | - | - | - | - | - | - |
| A + O + D | - | - | - | - | - | - | - | - |
| O + D + R | - | - | - | - | - | - | - | - |
| Four | | | | | | | | |
| A + O + D + R | - | - | - | - | - | - | - | - |

## Cart Pole Reward Functions Results

### Cart Pole Single Q-Learning

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Combination | Mean | S.T.D | Median | I.Q.R | Max | Min | Failed | Difference |
| - | | | | | | | | |
| Termination | 256.90 | 17.24 | 252.5 | 17.0 | 309 | 233 | 1 | 0 |
| Original | 257.27 | 14.94 | 256.0 | 25.0 | 288 | 235 | 0 | 0 |
| Logarithmic | 257.70 | 13.68 | 254.0 | 22.0 | 288 | 228 | 2 | 0 |
| Uniform | 258.93 | 14.02 | 262.5 | 20.0 | 287 | 231 | 0 | 0 |
| Time | 263.07 | 14.03 | 259.5 | 16.0 | 293 | 235 | 0 | 0 |
| Exponential | 265.43 | 18.49 | 265.5 | 28.0 | 310 | 230 | 1 | 0 |
| Granularity | | | | | | | | |
| Termination | 231.27 | 14.10 | 229.0 | 12.0 | 268 | 213 | 0 | 17.03 |
| Time | 233.80 | 13.44 | 233.0 | 18.0 | 278 | 214 | 0 | 14.69 |
| Exponential | 234.50 | 12.40 | 235.0 | 15.0 | 263 | 212 | 0 | 14.29 |
| Logarithmic | 233.23 | 17.75 | 230.5 | 33.0 | 267 | 210 | 0 | 13.90 |
| Original | 237.03 | 12.74 | 236.0 | 17.0 | 269 | 217 | 0 | 11.66 |
| Uniform | 237.47 | 17.54 | 237.0 | 17.0 | 312 | 215 | 0 | 9.74 |
| Granularity + Random | | | | | | | | |
| Exponential | 229.00 | 12.64 | 227.0 | 17.0 | 269 | 212 | 0 | 19.72 |
| Original | 231.10 | 9.32 | 231.5 | 12.0 | 250 | 216 | 0 | 18.48 |
| Termination | 230.70 | 11.56 | 227.0 | 17.0 | 257 | 212 | 0 | 18.32 |
| Time | 232.97 | 11.81 | 235.0 | 19.0 | 259 | 215 | 0 | 15.98 |
| Uniform | 233.43 | 14.10 | 232.0 | 15.0 | 269 | 209 | 0 | 14.86 |
| Logarithmic | 236.27 | 16.21 | 232.0 | 18.0 | 282 | 213 | 0 | 11.38 |
| Granularity + Discount + Random | | | | | | | | |
| Uniform | 231.83 | 13.58 | 230.5 | 17.0 | 262 | 203 | 0 | 16.62 |
| Termination | 232.20 | 12.31 | 231.0 | 23.0 | 253 | 211 | 0 | 16.61 |
| Original | 234.57 | 13.34 | 232.0 | 17.0 | 268 | 216 | 0 | 13.95 |
| Exponential | 235.13 | 12.39 | 232.0 | 20.0 | 258 | 214 | 0 | 13.66 |
| Logarithmic | 236.13 | 16.68 | 232.5 | 22.0 | 279 | 211 | 0 | 11.36 |
| Time | 238.70 | 13.00 | 234.5 | 18.0 | 274 | 225 | 0 | 9.92 |
| Granularity + Opposition + Discount + Random | | | | | | | | |
| Exponential | 237.30 | 7.58 | 238.5 | 11.0 | 253 | 224 | 0 | 12.65 |
| Logarithmic | 238.00 | 7.71 | 237.5 | 12.0 | 253 | 220 | 0 | 11.93 |
| Uniform | 239.53 | 9.50 | 237.5 | 10.0 | 265 | 221 | 0 | 10.00 |
| Termination | 246.00 | 9.43 | 245.0 | 15.0 | 262 | 231 | 0 | 3.55 |
| Original | 247.80 | 7.06 | 247.0 | 12.0 | 261 | 237 | 0 | 2.25 |
| Time | 256.67 | 10.50 | 254.5 | 15.0 | 278 | 241 | 3 | 0 |

### Cart Pole Double Q-Learning

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Combination | Mean | S.T.D | Median | I.Q.R | Max | Min | Failed | Difference |
| - | | | | | | | | |
| Exponential | 249.73 | 14.71 | 247.5 | 20.0 | 285 | 223 | 0 | 0 |
| Logarithmic | 251.20 | 19.17 | 247.5 | 22.0 | 300 | 222 | 0 | 0 |
| Termination | 252.10 | 20.25 | 247.0 | 29.0 | 319 | 222 | 3 | 0 |
| Time | 252.17 | 15.92 | 248.0 | 16.0 | 292 | 225 | 5 | 0 |
| Original | 254.90 | 19.99 | 252.5 | 29.0 | 303 | 223 | 1 | 0 |
| Uniform | 260.43 | 26.31 | 254.0 | 34.0 | 325 | 225 | 0 | 0 |
| Granularity | | | | | | | | |
| Uniform | 223.83 | 13.51 | 224.0 | 17.0 | 255 | 203 | 0 | 24.64 |
| Exponential | 224.60 | 14.63 | 222.5 | 18.0 | 258 | 208 | 0 | 23.54 |
| Termination | 230.60 | 13.49 | 228.5 | 16.0 | 260 | 203 | 2 | 17.88 |
| Original | 230.03 | 16.98 | 224.5 | 23.0 | 275 | 206 | 1 | 17.36 |
| Time | 231.33 | 13.95 | 229.0 | 20.0 | 254 | 202 | 0 | 17.01 |
| Logarithmic | 233.23 | 26.62 | 225.0 | 24.0 | 308 | 208 | 0 | 10.70 |
| Granularity + Discount | | | | | | | | |
| Exponential | 225.40 | 19.71 | 219.5 | 20.0 | 276 | 201 | 0 | 21.07 |
| Uniform | 226.73 | 18.56 | 220.0 | 24.0 | 277 | 202 | 0 | 20.13 |
| Logarithmic | 227.87 | 17.58 | 223.5 | 19.0 | 265 | 204 | 0 | 19.33 |
| Time | 227.97 | 19.94 | 221.5 | 29.0 | 297 | 203 | 0 | 18.42 |
| Original | 229.50 | 19.48 | 223.5 | 16.0 | 283 | 207 | 0 | 17.05 |
| Termination | 231.87 | 24.47 | 223.0 | 21.0 | 322 | 208 | 0 | 12.88 |
| Granularity + Discount + Random | | | | | | | | |
| Uniform | 226.50 | 14.31 | 225.0 | 19.0 | 276 | 208 | 0 | 21.73 |
| Time | 231.27 | 14.83 | 227.0 | 22.0 | 265 | 206 | 1 | 16.81 |
| Logarithmic | 230.50 | 18.93 | 231.0 | 27.0 | 292 | 202 | 0 | 16.24 |
| Original | 232.57 | 13.84 | 230.5 | 19.0 | 265 | 205 | 0 | 15.80 |
| Exponential | 232.43 | 28.16 | 225.0 | 19.0 | 335 | 203 | 0 | 10.91 |
| Termination | 235.07 | 28.15 | 225.0 | 27.0 | 351 | 206 | 1 | 8.28 |
| Granularity + Opposition + Discount + Random | | | | | | | | |
| Termination | 236.93 | 9.95 | 237.0 | 15.0 | 257 | 220 | 8 | 12.50 |
| Uniform | 238.53 | 14.58 | 235.0 | 21.0 | 274 | 215 | 0 | 9.62 |
| Exponential | 239.40 | 11.92 | 238.0 | 22.0 | 262 | 223 | 0 | 9.52 |
| Logarithmic | 238.67 | 17.55 | 235.5 | 20.0 | 298 | 211 | 0 | 8.54 |
| Original | 245.97 | 13.43 | 244.5 | 18.0 | 285 | 228 | 0 | 2.53 |
| Time | 253.47 | 17.51 | 249.5 | 22.0 | 293 | 224 | 0 | 0 |

### Cart Pole Triple Q-Learning

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Combination | Mean | S.T.D | Median | I.Q.R | Max | Min | Failed | Difference |
| - | | | | | | | | |
| Logarithmic | 236.20 | 14.04 | 237.0 | 24.0 | 260 | 211 | 0 | 12.12 |
| Termination | 236.93 | 16.85 | 235.0 | 19.0 | 304 | 214 | 0 | 10.50 |
| Exponential | 237.63 | 15.66 | 233.5 | 22.0 | 269 | 215 | 0 | 10.18 |
| Original | 242.50 | 18.16 | 237.5 | 15.0 | 304 | 220 | 3 | 4.50 |
| Time | 244.13 | 16.85 | 243.0 | 29.0 | 279 | 215 | 0 | 3.30 |
| Uniform | 248.03 | 21.34 | 244.5 | 27.0 | 301 | 215 | 0 | 0 |
| Granularity | | | | | | | | |
| Exponential | 213.47 | 7.91 | 213.0 | 10.0 | 228 | 196 | 0 | 36.42 |
| Logarithmic | 214.73 | 11.86 | 213.0 | 16.0 | 241 | 199 | 0 | 34.21 |
| Uniform | 215.50 | 10.78 | 214.5 | 11.0 | 243 | 199 | 0 | 33.72 |
| Original | 217.13 | 10.23 | 215.5 | 10.0 | 248 | 205 | 0 | 32.23 |
| Termination | 220.77 | 12.16 | 220.5 | 17.0 | 239 | 196 | 0 | 28.09 |
| Time | 221.17 | 13.28 | 221.0 | 17.0 | 263 | 203 | 3 | 27.37 |
| Granularity + Random | | | | | | | | |
| Exponential | 217.27 | 11.30 | 215.5 | 15.0 | 242 | 200 | 0 | 31.82 |
| Logarithmic | 217.77 | 11.05 | 215.0 | 15.0 | 239 | 198 | 0 | 31.39 |
| Original | 218.13 | 14.51 | 215.0 | 16.0 | 255 | 199 | 1 | 30.04 |
| Termination | 219.53 | 10.96 | 218.0 | 13.0 | 245 | 189 | 0 | 29.65 |
| Uniform | 219.87 | 10.34 | 220.0 | 15.0 | 238 | 202 | 0 | 29.47 |
| Time | 223.07 | 11.47 | 219.5 | 13.0 | 248 | 204 | 1 | 25.97 |
| Granularity + Opposition + Discount | | | | | | | | |
| Logarithmic | 215.00 | 12.00 | 214.5 | 12.0 | 257 | 198 | 0 | 33.90 |
| Exponential | 216.93 | 8.73 | 216.5 | 13.0 | 237 | 204 | 0 | 32.78 |
| Uniform | 216.90 | 10.52 | 217.0 | 13.0 | 242 | 200 | 0 | 32.39 |
| Termination | 219.20 | 8.04 | 219.0 | 11.0 | 237 | 207 | 0 | 30.66 |
| Original | 221.77 | 5.95 | 221.5 | 7.0 | 236 | 209 | 0 | 28.48 |
| Time | 225.87 | 10.36 | 227.0 | 17.0 | 250 | 205 | 0 | 23.46 |
| Granularity + Opposition + Discount + Random | | | | | | | | |
| Exponential | 214.93 | 10.32 | 212.0 | 15.0 | 234 | 198 | 0 | 34.40 |
| Logarithmic | 216.37 | 8.74 | 215.0 | 13.0 | 235 | 201 | 0 | 33.34 |
| Termination | 217.23 | 6.75 | 217.0 | 11.0 | 234 | 204 | 0 | 32.88 |
| Uniform | 217.50 | 9.61 | 217.0 | 13.0 | 237 | 195 | 0 | 32.01 |
| Original | 224.40 | 9.05 | 227.0 | 14.0 | 238 | 206 | 0 | 25.24 |
| Time | 227.70 | 12.24 | 226.5 | 12.0 | 264 | 210 | 0 | 21.13 |

### Cart Pole Quadruple Q-Learning

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Combination | Mean | S.T.D | Median | I.Q.R | Max | Min | Failed | Difference |
| - | | | | | | | | |
| Termination | 226.73 | 11.93 | 224.5 | 20.0 | 253 | 208 | 0 | 22.19 |
| Logarithmic | 227.60 | 11.25 | 227.5 | 15.0 | 264 | 211 | 0 | 21.50 |
| Uniform | 230.63 | 12.45 | 228.5 | 16.0 | 268 | 214 | 0 | 18.14 |
| Exponential | 233.43 | 14.66 | 231.5 | 21.0 | 268 | 203 | 0 | 14.69 |
| Original | 233.60 | 15.50 | 231.0 | 21.0 | 275 | 211 | 13 | 14.27 |
| Time | 236.97 | 16.11 | 233.5 | 18.0 | 295 | 217 | 16 | 10.70 |
| Granularity | | | | | | | | |
| Uniform | 210.80 | 10.12 | 207.0 | 11.0 | 237 | 197 | 0 | 38.59 |
| Exponential | 212.53 | 8.31 | 212.5 | 11.0 | 235 | 198 | 0 | 37.27 |
| Logarithmic | 212.13 | 10.26 | 212.0 | 12.0 | 231 | 195 | 0 | 37.22 |
| Termination | 212.67 | 9.85 | 211.5 | 15.0 | 234 | 199 | 1 | 36.78 |
| Original | 223.77 | 20.00 | 219.0 | 17.0 | 299 | 194 | 13 | 22.60 |
| Time | - | - | - | - | - | - | - | - |
| Granularity + Opposition | | | | | | | | |
| Uniform | 209.73 | 6.67 | 209.0 | 8.0 | 228 | 196 | 0 | 40.39 |
| Exponential | 210.73 | 6.95 | 212.0 | 10.0 | 223 | 196 | 0 | 39.34 |
| Logarithmic | 211.50 | 9.35 | 208.0 | 13.0 | 238 | 200 | 0 | 38.07 |
| Termination | 215.23 | 8.72 | 213.0 | 8.0 | 241 | 201 | 0 | 34.48 |
| Original | 217.23 | 7.31 | 216.0 | 12.0 | 234 | 207 | 0 | 32.78 |
| Time | 220.83 | 7.13 | 221.5 | 8.0 | 237 | 205 | 0 | 29.21 |
| Granularity + Opposition + Discount | | | | | | | | |
| Uniform | 208.97 | 5.84 | 209.0 | 9.0 | 220 | 199 | 0 | 41.30 |
| Logarithmic | 210.20 | 9.50 | 208.5 | 12.0 | 236 | 197 | 0 | 39.34 |
| Exponential | 211.47 | 7.07 | 210.0 | 9.0 | 233 | 199 | 0 | 38.58 |
| Termination | 214.03 | 7.04 | 213.5 | 8.0 | 231 | 200 | 0 | 36.03 |
| Original | 218.20 | 6.28 | 217.5 | 7.0 | 233 | 204 | 0 | 31.99 |
| Time | 222.67 | 11.39 | 221.0 | 13.0 | 258 | 204 | 0 | 26.40 |
| Granularity + Opposition + Discount + Random | | | | | | | | |
| Logarithmic | 209.70 | 8.44 | 207.5 | 9.0 | 232 | 195 | 0 | 40.08 |
| Uniform | 210.23 | 6.93 | 210.0 | 10.0 | 225 | 201 | 0 | 39.84 |
| Exponential | 212.37 | 10.20 | 212.5 | 7.0 | 239 | 190 | 0 | 37.00 |
| Termination | 216.37 | 9.82 | 216.0 | 13.0 | 247 | 200 | 0 | 33.09 |
| Original | 219.03 | 10.13 | 218.0 | 12.0 | 249 | 203 | 0 | 30.36 |
| Time | 224.77 | 13.01 | 222.5 | 21.0 | 266 | 207 | 0 | 23.85 |

### Cart Pole Quintuple Q-Learning

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Combination | Mean | S.T.D | Median | I.Q.R | Max | Min | Failed | Difference |
| - | | | | | | | | |
| Termination | 219.53 | 10.37 | 217.0 | 14.0 | 242 | 205 | 0 | 29.80 |
| Uniform | 223.60 | 9.16 | 223.5 | 9.0 | 243 | 198 | 0 | 26.01 |
| Exponential | 228.37 | 13.07 | 227.0 | 19.0 | 252 | 202 | 0 | 20.23 |
| Logarithmic | 230.67 | 12.64 | 229.5 | 19.0 | 252 | 206 | 0 | 18.06 |
| Original | - | - | - | - | - | - | - | - |
| Time | - | - | - | - | - | - | - | - |
| Opposition | | | | | | | | |
| Logarithmic | 241.17 | 10.73 | 238.5 | 16.0 | 263 | 224 | 0 | 8.07 |
| Exponential | 242.00 | 13.16 | 242.0 | 14.0 | 279 | 222 | 0 | 6.57 |
| Uniform | 242.83 | 11.81 | 242.0 | 14.0 | 271 | 225 | 0 | 6.12 |
| Termination | 252.13 | 10.63 | 255.0 | 14.0 | 271 | 228 | 0 | 0 |
| Original | 263.10 | 14.37 | 260.5 | 12.0 | 298 | 239 | 0 | 0 |
| Time | 272.50 | 18.85 | 269.0 | 23.0 | 319 | 243 | 0 | 0 |
| Granularity + Opposition | | | | | | | | |
| Exponential | 209.17 | 8.57 | 206.0 | 12.0 | 233 | 196 | 0 | 40.58 |
| Termination | 209.57 | 6.85 | 209.0 | 9.0 | 225 | 196 | 0 | 40.52 |
| Logarithmic | 209.50 | 7.69 | 208.5 | 8.0 | 230 | 197 | 0 | 40.43 |
| Uniform | 214.27 | 9.74 | 213.0 | 7.0 | 248 | 195 | 0 | 35.21 |
| Original | 215.53 | 7.88 | 214.0 | 11.0 | 231 | 199 | 0 | 34.36 |
| Time | 218.30 | 7.76 | 216.0 | 10.0 | 235 | 206 | 0 | 31.62 |
| Granularity + Opposition + Random | | | | | | | | |
| Exponential | 209.57 | 6.85 | 210.5 | 9.0 | 223 | 194 | 0 | 40.52 |
| Logarithmic | 210.57 | 8.13 | 210.5 | 11.0 | 227 | 199 | 0 | 39.27 |
| Termination | 211.50 | 6.19 | 211.5 | 8.0 | 226 | 202 | 0 | 38.71 |
| Uniform | 211.27 | 9.10 | 212.0 | 13.0 | 228 | 190 | 0 | 38.36 |
| Original | 214.07 | 9.53 | 214.5 | 12.0 | 231 | 196 | 0 | 35.46 |
| Time | 216.27 | 7.94 | 214.5 | 8.0 | 236 | 201 | 3 | 33.61 |
| Granularity + Opposition + Discount + Random | | | | | | | | |
| Uniform | 209.20 | 8.24 | 209.5 | 13.0 | 232 | 198 | 0 | 40.62 |
| Exponential | 210.53 | 8.02 | 208.0 | 8.0 | 234 | 200 | 0 | 39.33 |
| Termination | 212.23 | 8.39 | 213.5 | 17.0 | 224 | 199 | 0 | 37.56 |
| Logarithmic | 213.73 | 8.42 | 214.0 | 8.0 | 240 | 199 | 0 | 36.05 |
| Original | 217.07 | 6.33 | 216.5 | 9.0 | 231 | 208 | 0 | 33.11 |
| Time | 217.13 | 12.37 | 215.0 | 10.0 | 270 | 201 | 2 | 31.67 |

## Acrobot Reward Functions Results

### Acrobot Single Q-Learning

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Combination | Mean | S.T.D | Median | I.Q.R | Max | Min | Failed | Difference |
| - | | | | | | | | |
| Time | 255.87 | 26.25 | 247.0 | 20.0 | 325 | 228 | 0 | 18.32 |
| Velocity | 288.23 | 36.60 | 275.5 | 39.0 | 389 | 247 | 1 | 0 |
| Original | 293.87 | 36.64 | 286.5 | 43.0 | 414 | 252 | 0 | 0 |
| Height | 296.70 | 34.59 | 292.0 | 43.0 | 398 | 245 | 1 | 0 |
| Action | | | | | | | | |
| Time | 243.80 | 15.12 | 242.5 | 15.0 | 287 | 224 | 0 | 32.76 |
| Height | 259.43 | 20.08 | 254.0 | 22.0 | 314 | 233 | 0 | 16.19 |
| Velocity | 267.37 | 31.17 | 257.5 | 34.0 | 394 | 235 | 0 | 5.49 |
| Original | 268.47 | 29.96 | 260.0 | 23.0 | 359 | 237 | 0 | 4.73 |
| Action + Discount | | | | | | | | |
| Time | 238.93 | 14.74 | 236.0 | 10.0 | 284 | 220 | 0 | 37.69 |
| Height | 259.03 | 11.90 | 257.0 | 14.0 | 289 | 236 | 0 | 18.01 |
| Velocity | 265.43 | 24.13 | 260.0 | 14.0 | 376 | 246 | 0 | 9.27 |
| Original | 266.87 | 29.70 | 259.5 | 20.0 | 384 | 235 | 0 | 6.40 |
| Action + Discount + Random | | | | | | | | |
| Time | 239.60 | 15.89 | 236.5 | 15.0 | 308 | 222 | 0 | 36.83 |
| Height | 259.43 | 18.22 | 253.0 | 21.0 | 326 | 240 | 0 | 16.56 |
| Velocity | 261.23 | 21.41 | 255.0 | 12.0 | 328 | 239 | 0 | 14.10 |
| Original | 274.57 | 41.31 | 263.5 | 29.0 | 443 | 243 | 0 | 0 |
| Action + Opposition + Discount + Random | | | | | | | | |
| Original | - | - | - | - | - | - | - | - |
| Time | - | - | - | - | - | - | - | - |
| Velocity | - | - | - | - | - | - | - | - |
| Height | - | - | - | - | - | - | - | - |

### Acrobot Double Q-Learning

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Combination | Mean | S.T.D | Median | I.Q.R | Max | Min | Failed | Difference |
| - | | | | | | | | |
| Original | 258.03 | 16.76 | 259.0 | 21.0 | 302 | 233 | 2 | 18.24 |
| Time | 262.73 | 43.64 | 250.0 | 29.0 | 438 | 233 | 3 | 6.25 |
| Height | 279.60 | 43.51 | 271.0 | 55.0 | 416 | 229 | 5 | 0 |
| Velocity | 289.33 | 50.32 | 278.0 | 39.0 | 477 | 223 | 1 | 0 |
| Action | | | | | | | | |
| Original | 243.83 | 17.35 | 245.0 | 26.0 | 293 | 214 | 1 | 32.33 |
| Time | 248.10 | 29.86 | 240.5 | 22.0 | 332 | 212 | 0 | 25.12 |
| Velocity | 256.23 | 41.28 | 244.5 | 16.0 | 436 | 222 | 1 | 13.53 |
| Height | 262.07 | 58.30 | 243.5 | 20.0 | 470 | 215 | 2 | 1.73 |
| Action + Discount | | | | | | | | |
| Time | 239.40 | 37.74 | 231.5 | 15.0 | 425 | 211 | 1 | 31.49 |
| Original | 250.43 | 22.90 | 245.5 | 20.0 | 322 | 219 | 0 | 24.56 |
| Height | 262.93 | 37.88 | 251.5 | 33.0 | 370 | 229 | 1 | 7.92 |
| Velocity | 261.37 | 45.48 | 248.0 | 25.0 | 460 | 230 | 2 | 6.99 |
| Action + Discount + Random | | | | | | | | |
| Time | 235.53 | 16.78 | 233.0 | 22.0 | 284 | 210 | 1 | 40.73 |
| Velocity | 245.43 | 21.21 | 240.5 | 32.0 | 305 | 214 | 1 | 29.95 |
| Height | 256.90 | 41.07 | 244.0 | 23.0 | 438 | 224 | 1 | 12.93 |
| Original | 270.80 | 67.56 | 247.0 | 42.0 | 500 | 225 | 0 | 0 |
| Action + Opposition + Discount + Random | | | | | | | | |
| Original | - | - | - | - | - | - | - | - |
| Time | - | - | - | - | - | - | - | - |
| Velocity | - | - | - | - | - | - | - | - |
| Height | - | - | - | - | - | - | - | - |

### Acrobot Triple Q-Learning

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Combination | Mean | S.T.D | Median | I.Q.R | Max | Min | Failed | Difference |
| - | | | | | | | | |
| Time | 251.30 | 49.85 | 236.5 | 32.0 | 466 | 211 | 4 | 15.55 |
| Height | 263.90 | 40.72 | 253.5 | 33.0 | 419 | 212 | 5 | 6.04 |
| Velocity | 267.03 | 55.20 | 254.0 | 28.0 | 468 | 222 | 3 | 0 |
| Original | 286.97 | 67.94 | 262.0 | 68.0 | 496 | 226 | 3 | 0 |
| Random | | | | | | | | |
| Time | 244.47 | 26.09 | 240.5 | 41.0 | 300 | 207 | 6 | 29.76 |
| Height | 262.27 | 31.48 | 250.0 | 57.0 | 344 | 225 | 1 | 10.50 |
| Original | 263.93 | 37.28 | 251.5 | 37.0 | 414 | 227 | 2 | 7.11 |
| Velocity | 268.97 | 38.63 | 264.0 | 33.0 | 413 | 222 | 3 | 1.65 |
| Action + Discount | | | | | | | | |
| Time | 227.67 | 18.21 | 224.0 | 17.0 | 278 | 199 | 0 | 48.33 |
| Height | 229.13 | 14.57 | 230.0 | 18.0 | 281 | 209 | 0 | 47.51 |
| Original | 245.97 | 39.84 | 234.0 | 22.0 | 417 | 213 | 1 | 24.26 |
| Velocity | 246.47 | 42.24 | 234.5 | 21.0 | 444 | 217 | 0 | 22.98 |
| Action + Discount + Random | | | | | | | | |
| Time | 224.60 | 19.44 | 223.5 | 21.0 | 289 | 202 | 2 | 51.15 |
| Original | 236.90 | 17.40 | 234.5 | 17.0 | 291 | 216 | 1 | 39.25 |
| Velocity | 237.43 | 16.23 | 236.0 | 19.0 | 271 | 211 | 0 | 38.93 |
| Height | 247.03 | 42.49 | 233.0 | 24.0 | 418 | 210 | 2 | 22.33 |
| Action + Opposition + Discount + Random | | | | | | | | |
| Original | - | - | - | - | - | - | - | - |
| Time | - | - | - | - | - | - | - | - |
| Velocity | - | - | - | - | - | - | - | - |
| Height | - | - | - | - | - | - | - | - |

### Acrobot Quadruple Q-Learning

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Combination | Mean | S.T.D | Median | I.Q.R | Max | Min | Failed | Difference |
| - | | | | | | | | |
| Time | 228.57 | 15.68 | 224.0 | 26.0 | 261 | 201 | 1 | 47.90 |
| Height | 251.10 | 30.52 | 241.5 | 35.0 | 328 | 218 | 0 | 21.94 |
| Velocity | 255.90 | 55.98 | 238.0 | 37.0 | 481 | 215 | 1 | 8.75 |
| Original | 263.23 | 51.20 | 250.0 | 53.0 | 491 | 216 | 4 | 3.14 |
| Action | | | | | | | | |
| Velocity | 227.07 | 18.42 | 222.5 | 23.0 | 274 | 204 | 1 | 48.89 |
| Original | 233.00 | 38.63 | 226.0 | 18.0 | 428 | 207 | 0 | 37.61 |
| Height | 235.13 | 40.59 | 229.0 | 27.0 | 426 | 200 | 1 | 34.85 |
| Time | 230.27 | 65.31 | 210.0 | 29.0 | 490 | 191 | 2 | 30.89 |
| Action + Discount | | | | | | | | |
| Time | 221.03 | 40.47 | 211.5 | 16.0 | 415 | 194 | 1 | 48.99 |
| Velocity | 233.57 | 16.98 | 230.5 | 26.0 | 267 | 209 | 0 | 42.66 |
| Height | 228.13 | 39.81 | 220.5 | 12.0 | 433 | 209 | 0 | 42.11 |
| Original | 232.97 | 23.27 | 223.5 | 23.0 | 308 | 209 | 1 | 41.94 |
| Action + Discount + Random | | | | | | | | |
| Time | 212.97 | 18.21 | 209.5 | 16.0 | 287 | 193 | 0 | 63.03 |
| Velocity | 232.57 | 23.78 | 226.5 | 22.0 | 321 | 206 | 0 | 42.22 |
| Height | 233.13 | 22.45 | 225.5 | 19.0 | 308 | 207 | 0 | 41.97 |
| Original | 241.37 | 41.27 | 232.0 | 23.0 | 423 | 210 | 0 | 28.39 |
| Action + Opposition + Discount + Random | | | | | | | | |
| Original | - | - | - | - | - | - | - | - |
| Time | - | - | - | - | - | - | - | - |
| Velocity | - | - | - | - | - | - | - | - |
| Height | - | - | - | - | - | - | - | - |

### Acrobot Quintuple Q-Learning

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Combination | Mean | S.T.D | Median | I.Q.R | Max | Min | Failed | Difference |
| - | | | | | | | | |
| Time | 222.40 | 17.71 | 220.5 | 22.0 | 262 | 192 | 4 | 53.69 |
| Height | 244.67 | 25.30 | 238.5 | 27.0 | 346 | 212 | 0 | 29.76 |
| Original | 251.47 | 34.26 | 243.5 | 40.0 | 343 | 213 | 4 | 20.49 |
| Velocity | 256.50 | 39.75 | 247.0 | 46.0 | 374 | 210 | 1 | 13.76 |
| Action | | | | | | | | |
| Time | 208.70 | 16.84 | 204.0 | 10.0 | 274 | 190 | 1 | 67.56 |
| Height | 218.70 | 10.81 | 218.0 | 16.0 | 244 | 199 | 0 | 58.48 |
| Original | 222.37 | 10.50 | 221.5 | 12.0 | 261 | 208 | 0 | 54.85 |
| Velocity | 226.97 | 24.78 | 220.0 | 12.0 | 322 | 206 | 0 | 47.58 |
| Action + Discount | | | | | | | | |
| Time | 210.87 | 19.35 | 207.0 | 15.0 | 286 | 190 | 1 | 64.90 |
| Height | 217.73 | 16.88 | 212.5 | 15.0 | 277 | 198 | 0 | 58.52 |
| Original | 228.77 | 19.21 | 225.5 | 18.0 | 285 | 202 | 1 | 47.03 |
| Velocity | 231.10 | 38.19 | 221.0 | 17.0 | 418 | 205 | 0 | 39.65 |
| Action + Discount + Random | | | | | | | | |
| Time | 206.47 | 14.04 | 202.0 | 21.0 | 237 | 190 | 3 | 70.26 |
| Height | 219.67 | 13.76 | 218.5 | 21.0 | 246 | 193 | 0 | 57.11 |
| Original | 222.67 | 10.28 | 223.0 | 14.0 | 250 | 206 | 0 | 54.58 |
| Velocity | 229.77 | 16.91 | 228.5 | 25.0 | 262 | 203 | 0 | 46.48 |
| Action + Opposition + Discount + Random | | | | | | | | |
| Original | - | - | - | - | - | - | - | - |
| Time | - | - | - | - | - | - | - | - |
| Velocity | - | - | - | - | - | - | - | - |
| Height | - | - | - | - | - | - | - | - |