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**Time-series analysis including forecasting is essential in a range of fields from finance to engineering. However, long-term forecasting is difficult, particularly for cases where the underlying models and parameters are complex and unknown. Neural networks can effectively process features in temporal units and are attractive for such purposes. Reservoir computing, in particular, can offer efficient temporal processing of recurrent neural networks with a low training cost, and is thus well suited to time-series analysis and forecasting tasks. Here, we report a reservoir computing hardware system based on dynamic tungsten oxide (WO*x*) memristors that can efficiently process temporal data. The internal short-term memory effects of the WO*x* memristors allow the memristor-based reservoir to nonlinearly map temporal inputs into reservoir states, where the projected features can be readily processed by a linear readout function. We use the system to experimentally demonstrate two standard benchmarking tasks: isolated spoken-digit recognition with partial inputs, and chaotic system forecasting. A high classification accuracy of 99.2% is obtained for spoken-digit recognition, and autonomous chaotic time-series forecasting has been demon-**

**strated over the long term.** ecurrent neural networks (RNNs)1,2 offer greatly improved ability to process temporal data compared with conventional feedforward neural networks. Due to the cyclic connec-

R

tions among hidden neurons, which are absent from feedforward neural networks, outputs in RNNs depend on both the current inputs and the neurons’ previous states, allowing RNNs to discover temporal correlations in the data. However, the cyclic connections in RNNs cause problems commonly known as vanishing gradient and exploding gradient, which make the training process expensive and difficult.

Variations of RNNs have been proposed to solve these problems, including long short-term memory (LSTM)3 and reservoir computing (RC)4. In RC, in particular, a dynamic ‘reservoir’ that offers a short-term memory (that is, fading memory) property is used to nonlinearly map the temporal inputs into a high-dimensional feature space, represented by the states of the nodes forming the reservoir. This nonlinear mapping can cause the initial complex inputs to become linearly separable in the new space based on reservoir states, so that further processing can be performed using a simple, linear network layer (often called the readout layer)4. Software-based RC systems have already achieved state-of-the-art performance for tasks including speech recognition5 (such as phoneme recognition6). More importantly, temporal data analysis, which is difficult to perform for conventional neural networks, is naturally suited for RC systems due to the reservoir’s capability to map diverse features at different timescales. For example, chaotic system prediction is an especially difficult problem due to the high sensitivity of the system to error, and forecasting of large spatiotemporally chaotic systems has only recently been demonstrated using a software-based RC system7,8. RC systems have also shown superior performance to conventional neural networks in other time-series forecasting tasks, including prediction of financial systems9 and water inflow10.

Recent studies have aimed at hardware implementation of RC systems, using dynamic memristors11, atomic switch networks12, silicon photonics13 and spintronic oscillators14. Of the different approaches, memristor-based RC systems can be fabricated using standard foundry processes and materials to allow direct integration with control and sensing elements with high density, making them particularly attractive for hardware implementations. Memristors15–18 have already been extensively studied for neuromorphic computing applications19–22, and studies on memristorbased RC systems11 show that the intrinsic nonlinear characteristics and short-term memory effects of memristors provide central properties of a good reservoir, namely, separation and echo state properties4. Tasks such as hand-written digit recognition have been experimentally demonstrated using memristor-based RC systems11.

Since the performance of the RC system depends strongly on the dimensionality of the reservoir space, increasing the number of nodes in the reservoir has become an experimental challenge. An interesting approach to this problem is to build the reservoir using a single physical nonlinear node subjected to delayed feedback, which can effectively act as a chain of virtual nodes without much performance degradation compared with a conventional reservoir23. Since only a single physical node is needed, the delay-system based RC approach is attractive for hardware implementation using emerging devices, and has been demonstrated recently using photonic- and spintronic-based systems24–26.

|  |
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| **Fig. 1 |** **Memristor-based rC system.** **a**, Optical image of the hardware system. The memristor array is wire-bonded and mounted on the test board system. Inset: optical image of the 32 × 32 memristor chip. **b**, Schematic of the training phase for the memristor-based RC system. Weights in the readout layer are updated to reduce the output error. **c**, Schematic of the testing phase for the memristor-based RC system. The system can be used to perform either classification tasks, or forecasting tasks where the output produced from the system is fed back to the reservoir as input for the next frame. |

In this article, we show that memristor-based RC systems employing the virtual-node concept can be used to efficiently process temporal data, producing excellent results for important tasks such as speech recognition and time-series forecasting. For example, time-series forecasting is an active research area that can impact broad fields. The traditional approach for time-series forecasting is to attempt to derive a set of equations describing the desired system from abundant observations. However, in most cases it is practically impossible to obtain the equations representing the system accurately. Alternatively, prediction may be performed on the basis of past and present data using statistics-based27,28 or machine-learning techniques29,30. However, the prediction accuracy of statisticsbased techniques is limited by the parameters of the assumed model and the complexity of the system. Typical systems often could not adequately capture the nonlinear relationships in the data, even with nonlinear dependences included in the model. Neural networks offer a more general and flexible tool since they do not depend on parameters of specific tasks but are driven only by the data31. In particular, RNNs have gathered much attention for forecasting since the temporal information captured by the recurrent connections improves the prediction performance32–34, although at increased training cost. To this end, RC systems offer the capability of efficient temporal processing at low training cost, and are thus well suited for time-series analysis and forecasting tasks, including autonomous prediction of chaotic systems7,8,26.

We show that time-series forecasting, including spoken-digit recognition based on partial inputs and autonomous prediction of chaotic systems, can be successfully performed using a memristor-based RC hardware system. Features in the temporal inputs are effectively captured by the native short-term dynamics of the memristor devices, instead of loops in conventional RC systems4,7 or delayed feedback23. By processing the temporal features mapped in the memristor-based reservoir, efficient analysis and even forecasting become feasible. For example, in speech recognition accuracy over 57.8% can be achieved using only one-quarter of the complete input sequence, and over 98.2% accuracy can be achieved with 62.5% of the complete input. Forecasting a chaotic system, the Mackey–Glass time series, is also successfully implemented experimentally without knowing any information about the equation describing the system. Autonomous prediction up to 50 time steps is demonstrated by applying the predicted next step as input to the system without any external feedback, and much longer prediction becomes possible through periodic updates that prevent the memristor-based reservoir from diverging from the original dynamics.

## Memristor-based rC system

In a typical memristor, the applied electrical stimulus triggers the migration of oxygen vacancies or metal ions in the switching layer, leading to modulations of the local resistivity and the overall device resistance35. In some devices, the system can quickly relax back to the original state due to spontaneous ion diffusion, leading to a short-term memory behaviour36,37. These devices natively offer the ‘fading memory’ properties required by a reservoir and have been used to implement RC systems for tasks such as hand-written digit recognition where the features in the spatial domain are converted into features in streaming inputs11.

We note, however, that there are major differences in the reservoir configurations between a conventional RC system and the memristor-based one. Typical reservoirs may consist of several hundreds or thousands of internal nodes through complex interconnections, where the states of the nodes are all accessible by the readout network. In the memristor-based implementation, the short-term memory effect is obtained natively from a single device, instead of loops formed by multiple nodes. As a result, a reservoir may consist of a single device (node) where the reservoir state is represented by the excited memristor state and extracted from conductance measurements. This allows much simpler experimental implementation, but also limits the size of the reservoir. Multiple devices can be used to expand the reservoir size on the basis of device-to-device variations where the reservoir state is represented by the collective states of all devices11, but the nodes are independent of each other in this case instead of being nonlinearly coupled. To expand the dimensionality of the reservoir and improve the system’s performance, we adapt the concept of virtual nodes originally developed in delay systems23. In a delay system, a single physical nonlinear node is subjected to delayed feedback, where the excitations of the physical node in response to the delayed signals can effectively act as a chain of virtual nodes23. The state of virtual nodes depends on the node’s own previous state, the current state of adjacent nodes and the masked input signal, allowing them to be nonl inearly coupled. By using randomly generated masks for input signals, diverse responses can be obtained from the virtual nodes, and the delay systems have been shown to be able to achieve performance comparable to that of conventional, well designed reservoirs23.

We hypothesize that the general virtual-node concept, represented as the nonlinear response of a physical memristor device at selected time steps in response to a streaming input, can similarly be used to increase the reservoir size and allow better mapping of the input features. Below we experimentally implement this concept and show that this approach does indeed allow the memristor-based RC system to successfully perform complex tasks such as temporal data analysis and forecasting.

The hardware implementation is based on a 32 × 32 WO*x* memristor array (Supplementary Fig. 1 and Note 1), mounted on a custom- built test board (Fig. 1a and Methods). The operation of the RC system is shown in Fig. 1b,c, for the training phase and the testing phase, respectively. During the training phase, a teacher signal **u**(*t*) is applied to the reservoir to bring the reservoir to different excited states (depending on the temporal streaming inputs). The weights **θ** in the readout layer are then trained to minimize the error between the output of the readout network **y** and the target output **y**target. The target can be either the correct digit label (for classification) or the next value in the time-series data (for forecasting). Note that only weights in the linear readout layer need to be trained, while the connections in the reservoir remain fixed. In the testing phase, testing inputs, not included in the training set, are applied to the reservoir. Depending on the type of task, the final output implementation can be quite different. For classification, the system configuration remains the same as in the training phase, and the performance of the system is evaluated by analysing how many testing samples are correctly classified. On the other hand, in forecasting applications, the output from the readout layer is fed back to the system as the input signal for the reservoir at the next time step. In this case, external inputs are not needed, and the system is left running autonomously to generate the target time series.

## Speech recognition

To validate the proposed approach, we first perform a standard speech recognition benchmark—isolated spoken-digit recognition using the memristor-based RC system. The inputs for the reservoir are sound waveforms of isolated spoken digits (0–9 in English) from the NIST TI46 database38, preprocessed using Lyon’s passive ear model39 based on human cochlear channels. The preprocessing transforms the sound waveforms into a set of 50-dimensional vectors (corresponding to the frequency channels) with up to 40 time steps (Supplementary Fig. 2 and Note 2). One example representing digit 0 is shown in Fig. 2a. Each data point on the graph represents the firing probability of a neuron corresponding to a specific frequency channel at a time point, with 50 frequency channels in total plotted along the *y* axis and time plotted along the *x* axis. The input graph (termed a cochleagram) is then digitized to form the streaming inputs to the reservoir40 (Fig. 2b). For this isolated spoken-digit classification task, 50 WO*x* memristor devices are used to experimentally implement the RC system, with each device processing the input spike train in one of the 50 channels (see Methods).

Figure 2c shows the responses obtained experimentally from the memristors to spike trains in frequency channels 47 and 19, respectively. The input data were taken from female speaker 1, first utterance in the database. Due to the short-term dynamics of the memristors, the temporal patterns in the input spike trains led to diverse but deterministic device responses, where the device conductance is increased when stimulated by a spike and decays spontaneously, with the device conductance at a specific time depending on the recent history of the temporal inputs11. However, the temporal information of the early part of the input sequence (that is, far history) is not conveyed in the final responses of memristors. For example, as shown in Fig. 2c, even though the device responses are clearly different within time steps 10–35 of the streaming inputs, the responses in the end at time step 40 do not show large difference between the two inputs due to similarities in the last part of the two inputs (time steps 36–40). The loss of information will lead to poor classification results. To address this problem, we divide the whole input sequence into *n* equal intervals and measure and record the device state at the end of each interval. This process effectively creates *n* virtual nodes from a single device. The extracted virtual-node state is affected by the temporal input pattern in the near history of that virtual node, and also by the previous virtual-node states. The chain of virtual-node states in turn forms nodes in the reservoir to allow effective temporal data analysis.

Specifically, we measure the device conductance at time steps 40/*n*, 40 × 2/*n*, 40 × 3/*n*, 40 × 4/*n*, …, 40 × (*n* − 1)/*n* and 40 as the virtual nodes’ states in the reservoir. One example of *n* = 8 is shown in Fig. 2c, where the red dots represent the measured virtual-node states. The virtual-node states are then supplied to the readout layer (a 400 × 10 perceptron in this case, see Methods) for training and testing. Figure 2d shows the confusion matrix obtained experimentally during testing, after training the readout layer with 450 speech samples. Overall, a high recognition rate of over 99.2% was obtained for all inputs using the memristor-based RC system (see Methods).

To verify the effectiveness of the memristor-based reservoir in capturing temporal features in the input, the memristor-based system was compared with other systems based on conventional convolutional filters. The memristor-based system shows clear advantages at the same network size, due to the device’s capability to natively perform nonlinear transformation of the input, and as well as the capability to capture local temporal features within an input window and the more global features between input windows, enabled by the internal short-term memory effect of the devices (Supplementary Fig. 3 and Note 3).

More interestingly, as the memristor-based reservoir maps the temporal features associated with different classes of inputs, it is possible to use the RC system to predict the spoken digit before the utterance is completed. This hypothesis was tested experimentally, as shown in Fig. 3. When the first 25% of the speech signal is used, each device produces only one virtual node, so a 100 × 10 readout network is used during the training phase. As shown in Fig. 3b, after training an 57.8% recognition rate can already be achieved using only the first 25% of the whole sequence. The recognition accuracy increases when the portion of the available input increases (for example, 98.2% recognition rate for using the first 62.5% of the input, and 99.2% recognition rate when the whole speech sequence is used). The evolution of the recognition rate as a function of the portion of input used is shown in Supplementary Fig. 4. The 99.2% recognition rate is comparable to results achieved in RC systems based on spintronic14 or photonic24,25 devices, although this experiment also verified the RC system’s ability to perform spoken-digit classification using only part of the input sequence.

## Time-series forecasting

The isolated spoken-digit recognition task has relatively good tolerance to prediction error because the task only requires identification of the largest output among the 10 outputs. Thus, as long as the selected label is correct, small errors in the exact output value do not degrade the system’s performance. In contrast, forecasting timeseries data is a much more difficult task since the quantitative difference between the ground truth and the predicted value matters and the difference can be further accumulated in subsequent predictions. One standard benchmark test for time-series forecasting is predicting a chaotic system, which is inherently very challenging due to the positive Lyapunov exponent41 in chaotic systems, which leads to exponential growth of separation of close trajectories so that even small errors in prediction can quickly lead to divergence of the prediction from the ground truth.

To see if the memristor-based RC system can be used for longterm prediction, we tested the system using the Mackey–Glass time have a deterministic form but are difficult to predictI 1þð*x t*ð *ττ*ÞÞ*n γx*ð*t*Þ. These types of chaotic system7,26 and thus series42,43 dd*xt* ¼ *β x*ð*t* Þ

have been widely used as a benchmark for forecasting task tests. To obtain chaotic dynamics, we set the parameters 𝛽 = 0.2, 𝛾 = 0.1, 𝜏 = 18, *n* = 10 in our studies (see Methods).

To improve the accuracy of prediction, it is necessary to build a reservoir system that can capture the temporal dynamics of the given chaotic system as closely as possible, which in turn allows the readout network to achieve accurate prediction. To achieve this goal, we used several techniques to expand the reservoir dynamics. First, we used *m* different memristors for our memristor-based reservoir system. Due to the naturally occurring device-to-device variations (Supplementary Fig. 5), the devices produce responses that are qualitatively similar but quantitatively different even with the same input, and such device variations expand the response of the reservoir. Second, *n* virtual nodes are obtained from each physical memristor, on the basis of the device response at the present time step and *n* − 1 previous time steps, similar to the approach used in the classification task (Supplementary Fig. 6 and Note 4).

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **a** Isolated spoken digit ‘0’ **b** Spike train map   |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | | 10  20  30  40  50  Channel number  10  20  30  40  50  Channel number | |  | | --- | |  | |  | |  | |  | |  | |  | |  | |  | |  | |  | |  | |  | |  | |  | |  | |  | |  | |  | |  | |  | |  | |  | |   10 20 30 40 10 20 30 40    **Fig. 2 |** **Spoken-digit recognition task implementation.** **a**, Cochleagram of the first female speaker, first utterance speech sample after being processed by Lyon’s passive ear model. Each data point represents the firing probability of a hair cell sensitive to a certain frequency (channel) at a given time point. **b**, Digitized spike trains converted from the cochleagram shown in **a**, by setting a threshold (0.5) for the firing probability. **c**, Temporal response of memristors to the spike trains in channels 47 and 19. The current (blue dots) was measured by read pulses through the test board. The spike train voltage inputs (black lines) are also plotted for reference. The complete input can be divided into eight intervals, representing eight virtual nodes whose states are measured at the end of the intervals (red dots). **d**, Confusion matrix showing the experimentally obtained classification results from the memristor-based reservoir system versus the correct outputs. An overall recognition rate of 99.2% is achieved. Colour bar: occurrence of a given predicted output.    **Fig. 3 |** **Classification using partial inputs.** **a**, Schematic of the different portions of data used for classification. **b**,**c**, Confusion matrices showing the experimental classification results obtained using 25.0% (**b**) and 62.5% (**c**) of the input signal. Colour bars: occurrence of a given predicted output. |

The ability of the memristor-based RC system in time-series prediction was tested both experimentally using a reservoir with *m* = 20 devices and *n* = 50 virtual nodes for each device, and through simulations of the reservoir using a realistic device model (see Methods). The reservoir states are then applied to the readout layer (a 1,000 × 1 network, see Methods) to generate the predicted data for the next time step. Figure 4a,c shows the results obtained during train ing from the experimental measurements and the simulation, respectively. Excellent agreement between the target and the predicted value can be obtained, indicating that the trained readout

weights can correctly calculate the next time-step signal on the basis of the internal states of the reservoir. Further evidence of successful training can be found by examining the network performance in the frequency domain and in the phase space, as shown in Fig. 4e,f for the experimental results, where an excellent match can again be observed between the memristor RC output and the ground truth. The experimental results are further verified through simulation, as shown in Fig. 4c and Supplementary Fig. 7.

The network is then used to forecast the time series autonomously. Before the start of the autonomous prediction, an
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| **c**  **d**  50  100  150  200  250  300  350  400  450  500  –0.4  –0.2  0  0.2  0.4  0.6  Target  Trained data  Training—simulation  Amplitude  Time step  350  400  450  500  550  600  650  –0.4  –0.2  0  0.2  0.4  0.6  Ground truth  Simulation  Test—simulation  Initialization  Autonomous prediction  Time step  Amplitude    **Fig. 4 |** **autonomous forecasting of Mackey–Glass time series.** **a**,**b**, Training (**a**) and forecasting (**b**) results obtained experimentally from the memristorbased RC system. The ground truth (blue) and the predicted output from the RC system (red) are plotted. An initialization step is used before the autonomous forecasting process, which starts from time step 501 in **b**. **c**,**d**, Training (**c**) and forecasting (**d**) results obtained from simulation using a realistic device model and the same RC system set-up as in the experiments. **e**,**f**, Experimental results of the memristor RC system output plotted in the frequency domain (**e**) and in the phase space (**f**) for the training stage. **g**,**h**, Experimental results of the memristor RC system output during autonomous |

forecasting, plotted in the frequency domain (**g**) and in the phase space (**h**).

initialization stage is needed to prepare the internal states of the reservoir, since chaotic systems depend strongly on the initial conditions. During the initialization stage, the feedback connection between the network output and the reservoir input is removed, and the true input data are applied to the reservoir instead. Note that the goal of the initialization is to simply excite the reservoir to the state just before autonomous prediction starts, not to train the system. After the reservoir is initialized, the output from the readout function, that is, the predicted data for the next time step, is then connected to the reservoir as the new input, and the system autonomously produces the forecasted time series continuously.

Figure 4b,d shows the results of the experimental measurements and simulation, respectively, for autonomous time-series prediction using the memristor-based RC system. As the reservoir states are stabilized during the initialization stage, the output values obtained from the readout layer follow accurately the correct values. Afterwards, the autonomously generated output (from the 500th time step onwards) still matches very well the ground truth (which is not used in the signal generation but simply used as a reference in the plot), showing the ability of the memristor-based RC system to autonomously forecast the chaotic system. After 60–70 time steps of autonomous prediction, the predicted signal starts to diverge from the correct value, in both the simulation and the experiment.

Careful analysis of the divergence shows that small errors in the prediction are accumulated during the autonomous prediction, and can lead to a phase shift of the time-series data as represented by missing one or more data points in the prediction, resulting in increased prediction error as shown in Fig. 4b at time steps 570–650 (Supplementary Note 5). Nevertheless, even though in the long term phase shifts occur due to the small network size in the experiment and the accumulation of errors, the memristor-based RC system can still correctly capture the characteristic temporal dynamics of the Mackey–Glass series (see Supplementary Fig. 7 for data up to 1,000 time steps and the trace plots in Supplementary Video 1). Interestingly, with the phase shifts we often observe the autonomous forecasting to precede the ground truth (versus following the ground truth), while maintaining the same characteristic dynamics (Supplementary Video 1). Examination of data in the frequency domain also shows similar frequency peaks in the autonomously generated data and the ground truth (Fig. 4g), and similar trace plots can be observed in the phase space (Fig. 4h). We note that if the memristor-based RC system could not emulate the chaotic system’s dynamics the prediction would instead converge to a stable point or periodic orbits. Indeed, if the reservoir size is reduced, for example to only one physical device, the autonomous predictions obtained both in the experiment and in the simulation decay gradually and

|  |
| --- |
| **Fig. 5 |** **Long-term forecasting of Mackey–Glass time series with periodic updates.** **a**, Experimental output from the memristor-based RC system at the beginning of the test, showing results from the autonomous forecasting segments (50 time steps each), followed by the update segments (shaded regions, 25 time steps each). **b**, Experimental output from the memristor-based RC system at the end of the test. Reliable forecasting can still be obtained, aided by |

the periodic updates.

finally converge to a stable point (Supplementary Fig. 8 and Note 6) instead of showing the targeted chaotic behaviours. In this regard, the device-to-device variations are beneficial in helping expand the reservoir space and improving the RC system’s performance.

Increasing the size of the reservoir further by using more memristors and using more previous states (virtual nodes) may further reduce the prediction error so that the length of accurate prediction can be further increased. However, it will increase hardware implementation cost as well as the training cost of the readout layer. Furthermore, even with a reduced error using a larger reservoir, accumulation of the prediction error during the autonomous prediction is inevitable, and more importantly the length of accurate prediction will not increase proportionally since the overall error grows exponentially in time. Thus, the autonomous prediction will exponentially diverge from the original chaotic system, no matter how small the initial prediction error is.

Instead of increasing the network size to extend the range of correct prediction further into the future, we explored an approach where the reservoir forecasts moderately into the future, and the reservoir state is then periodically pushed back to the original dynamics before the prediction significantly diverges from the ground truth. This ‘update’ stage is similar to the initialization stage, and is applied after a period of autonomous prediction by sending the true input instead of the predicted value to the reservoir for a short time period, as shown in Fig. 5. No retraining is needed in the update stage. With these periodic updates, long-term prediction of chaotic systems becomes feasible. For example, by iteratively implementing 50 time steps of autonomous prediction, followed by 25 time steps of update, the experimental prediction shows excellent agreement with the true values over 2,000 time steps (limited only by the buffer size of the test board). During the update stage, the reservoir reverses deviation from the original chaotic system caused by the prediction error, and after the update sequence the memristor-based reservoir can again correctly perform prediction for the next 50 time steps.

Compared with the autonomous prediction without updates, prediction with periodic updates produces more stable and accurate results, both in the time and frequency domains and in the phase space (Supplementary Fig. 9). Note that in many cases the ground truth can indeed be periodically measured, so that periodically updating the reservoir to maintain stable operation of the system is feasible, and reliable predictions can be obtained during the periods when the ground truth cannot be measured.

## Future directions for architecture and device developments

We note that the ability to capture diverse temporal features in RC systems, including the memristor-based RC system discussed here, is critical for the system to perform complex temporal data-processing tasks such as chaotic system forecasting. Our control studies on autonomous prediction using conventional feedforward neural networks show that these systems easily get stuck in a periodic pattern rather than producing the desired chaotic pattern, even at model sizes much larger than the RC system (Supplementary Figs. 10 and 11 and Note 7). Although the neuron activation functions are nonlinear in feedforward neural networks, the weights and summations are linear so that inputs from different time steps are processed similarly. In contrast, RC systems transform inputs from different time steps in a very nonlinear fashion, allowing these systems to capture diverse temporal features and giving them better capability to process temporal data.

Compared with digital implementations of RC systems, the memristor-based hardware implementation offers much lower energy cost (Supplementary Fig. 12, Table 1 and Note 8). The energy can be further reduced by reducing the programming current of the devices and by using shorter input pulses.

In our current implementation, device-to-device variations help improve the system performance by expanding the effective reservoir size. However, the random device-to-device variations make it difficult to build copies of the trained RC systems for inference tasks. In the future, we expect that intentionally controlled device characteristics offering distinct timescales will be obtained, by tightly controlling fabrication conditions such as the oxidation time and temperature for different devices in the reservoir44. Better RC performance can also be expected, since features can be captured in broader timescales not achievable solely from random device variations.

In contrast to device-to-device variations, cycle-to-cycle variations are detrimental to the system performance since they lead to errors during temporal signal transformation through the reservoir. The WO*x*-based memristor devices showed good cycling characteristics; however, minor cycle-to-cycle variations can still be observed (Supplementary Fig. 13 and Note 9). The cycle-to-cycle variation acts as an error source during experimental implementation, and can explain the minor differences in the experimental and simulation results obtained for the chaotic system prediction task. Further device optimizations that reduces stochasticity during the switching process will be desirable to help further minimize cycle-to-cycle variations and improve the system performance.

The computing capacity of an RC system is mostly determined by how well the reservoir can capture the diverse temporal features and map these features to the reservoir state. Similar to conventional networks, expanding the depth or width of the reservoir can further boost the computing capacity. Deep RC systems that utilize layered subreservoirs can help the system extract features at multiple timescales45,46. Theoretical studies45,47 have also suggested that such deep RC systems can operate near the edge of chaos, which is a known optimal operating point for RC. The width of RC systems can similarly be expanded by utilizing subreservoirs with dynamics at different timescales (Supplementary Fig. 14 and Note 10).

More practical forecasting tasks such as long-term forecasting of monthly sunspots (Supplementary Fig. 15) and industry and consumer trends (Supplementary Fig. 16) also seem possible. For data that show clean, periodic behaviours such as the electricity production case, statistics-based prediction tools can show comparable or even better performance; however, machine-learning algorithms including LSTM and the memristor-based RC system show improvements when the data are noisy (such as the beer production example, Supplementary Fig. 17 and Note 11). In addition, the memristor-based RC system shows clearly better performance when the data are very complex (such as the Mackey–Glass example, Supplementary Fig. 18), while predictions from both statisticsbased tools and LSTM get stuck in periodic behaviours. In general, processing more complex tasks requires the ability to capture diverse temporal features, and the memristor-based RC system can offer an advantage in these cases.

## Conclusions

In this study, a memristor-based RC system that utilizes the internal short-term ionic dynamics of memristor devices and the concept of virtual nodes is successfully demonstrated for time-series analysis and prediction tasks. A high classification accuracy of 99.2% was obtained for spoken-digit recognition. Since the reservoir maps the temporal features of the input, good classification was still obtained even with partial inputs. With the use of periodic updates to bring the reservoir back to the original dynamics, prediction can be maintained long term without retraining the system even for chaotic tasks.

The memristor crossbar array used in this work provides the high-density devices where the memristor devices in the reservoir work independently and in parallel to process the spatiotemporal data, for example inputs from different frequency channels. Further improvements in the reservoir system may involve using interconnected devices to form more complex reservoir structures, with properly designed connecting weights and loops in the system. Additional theoretical and algorithm developments will be necessary to help illustrate how broadly RC systems based on intrinsic device dynamics can be used in general machine-learning tasks. These theoretical developments, along with continued material and device optimizations and advances of integrated systems consisting of memristor arrays directly fabricated on complementary metal–oxide–semiconductor control and logic circuits48, will further broaden the appeal of the memristor-based RC systems for practical applications, such as real-time temporal data processing in power-constrained environments49.

## Methods

**Device fabrication.** The memristor-based reservoir system was fabricated in a crossbar structure, in which WO*x* memristors are formed at each cross point. Starting from a substrate with 100 nm thermally grown silicon oxide on a silicon wafer, 60 nm W was deposited by magnetron sputtering and patterned by e-beam lithography and reactive ion etching using Ni as a hard mask to form W bottom electrodes (BEs) with 500 nm width. The Ni hard mask was then removed by HCl wet etching. A spacer structure formed along the sidewalls of the W BEs was employed to improve the fabrication yield. The spacer was patterned by the deposition of 250-nm-thick SiO2 through plasma-enhanced chemical vapour deposition, followed by etch back by reactive ion etching. The WO*x* switching layer was then formed on the exposed W BEs by rapid thermal annealing in oxygen gas ambient at 375 °C for 45 s. Afterwards, the top electrodes (TEs) with 500 nm width were patterned by e-beam lithography, e-beam evaporation of 90 nm Pd and 50 nm Au, and a lift-off process. A reactive ion etching process was then used to remove the WO*x* between the TEs to isolate the devices and to expose the BEs for electrical contacts. Finally, photolithography, e-beam evaporation and lift-off processes were performed to form wire-bonding pads of 150-nm-thick Au. After fabrication, the memristor chip was wire-bonded to a chip carrier and mounted on a custom-built test board for electrical testing. Supplementary Fig. 1 shows a schematic of the memristor device structure and a magnified scanning electron microscopy image of the 32 × 32 memristor array.

**Experimental set-up.** For the isolated spoken-digit recognition experiment, the inputs are converted into digitized spike trains and applied to the memristorbased reservoir. The amplitude/width of the spikes are 3.0 V/10 μs, and the device conductance is read out with read pulses of 0.6 V/200 μs. The length of a unit time step in the experiment is 250 μs.

For the time-series forecasting experiment, the ground truth is obtained by solving the Mackey–Glass equation using the Runge–Kutta 4 method and normalized into the [−0.5, 0.5] range. The input signal *u*(*t*) is linearly converted to a programming pulse with 300 μs pulse width and amplitude *V t*ð Þ ¼ *u t*ð Þþ1*:*8. The amplitude/width of the read pulse to obtain the virtual-node state is 0.6 V/ 200 I μs. The length of a unit time step is 150 ms.

**Speech recognition.** Sound waveforms of isolated spoken digits (0–9 in English) from the NIST TI46 database are transformed into a set of 50 frequency channels with 40 time steps using Lyon’s passive ear model based on human cochlear channels. The output of Lyon’s passive ear model, which is the firing probability, is digitized on the basis of whether the firing probability is higher than 0.5 or not. As there are 50 frequency channels, and *n* virtual nodes in each channel, there are 50*n* virtual nodes in total that form the reservoir. The readout layer is thus a 50*n* × 10 network with 10 outputs representing the 10 different digits. To train the readout network, we used the Python toolkit Keras, which provides a high-level application programming interface to access TensorFlow. A supervised learning algorithm, softmax regression, was used to train the readout network. A softmax function is used as the activation function of the readout network to calculate the probability corresponding to the different possible outputs. The cost is calculated following a categorical crossentropy. A standard gradient-based optimization method, RMSprop, is used to minimize the cost function and train the output network. After training the readout function using 450 speech samples from the database, test data (from the 50 speech samples not in the training data) are fed into the reservoir, and classification is performed from the readout network on the basis of the reservoir state for each test case. To prevent the system from being overfitted to specific selections of the training and testing data, 10-fold cross validation was used. Specifically, training and testing were repeated 10 times using 500 speech samples (450 samples for training and 50 samples for testing), with each time having a different assignment of training and testing samples. The recognition rate was defined as the mean in a 10-fold crossvalidation set-up during training. The same activation function, cost function and learning algorithm were used in the control studies.

**Time-series forecasting.** The Mackey–Glass time series is based on a nonlinear time-delayed differential equation that can display a wide range of periodic and chaotic behaviours, depending on the values of the parameters. For example, *τ* < 4.43 produces a fixed-point attractor, 4.43 < *τ* < 13.3 produces a stable limit cycle attractor, 13.3 < *τ* < 16.8 produces a double limit cycle attractor and *τ* > 16.8 produces chaotic behaviours. We set the parameters 𝛽 = 0.2, 𝛾 = 0.1, 𝜏 = 18, *n* = 10. The time-series data are normalized into the range [−0.5, 0.5]. As we build 20 devices and 50 virtual nodes for each device, the internal state of the reservoir is represented by a vector containing 1,000 elements, which is then applied to the readout network. A supervised learning algorithm, linear regression, was used to train the readout function. Stochastic gradient descent is used to minimize the cost, calculated by mean squared error, and train the output network. Results from the virtual-node states are applied to the 1,000 × 1 readout network to generate one output, which corresponds to the predicted signal of the next time step in the time series. In the training phase, 500 time steps of the training set are applied to the reservoir. The predicted output is compared with the ground truth (at time steps 51–500), and the error is calculated and used to update the weights in the readout network following the linear regression learning rule.

## Data availability

The data that support the plots within this paper and other findings of this study are available from the corresponding author on reasonable request.
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