|  |  |  |  |
| --- | --- | --- | --- |
| **Topic** | **Content** | **Reference** | **Remark** |
| **Pre-train** | [NLP] 从语言模型看Bert的善变与GPT的坚守 | https://zhuanlan.zhihu.com/p/66409688 | * 对预训练模型中国MASK的理解 * BERT, GPT, ELMO, MASS预训练模型之间的对比 |
|  |  |  |
|  |  |  |

|  |  |  |  |
| --- | --- | --- | --- |
| Topic | Content | Reference | Remark |
|  |  |  |  |
|  |  |  |
|  |  |  |