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**About the project (the aim and the background)**

The project will be an analysis of the data collection provided from the historical newspapers found at the National Library. The newspapers are digitised and have a basic API that will be used to search, request and extract specific data.

The National Library holds the entire data and can provide information regarding the API and the other resources available. They might be interested in the end product but they won't be involved the project progress and don't have specific requirements regarding it execution except for their need to represent the data in an exciting way that would attract people to use it.

I am choosing to analyse specific articles related to crime in the past. This means having an algorithm to separate only the crime specific articles and then splitting them on type of crime. After this I will apply some statistic techniques to find different connections between age of victims, sex, place, year. I am thinking of extracting the data into another database and then representing it in a user friendly way on a website.
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**Technical/compsci challenges**

- access of API only from computer science computers

- finding the best attributes to use the machine learning techniques

- applying machine learning and statistics in code - this will be most time consuming as I am new to it.

- thinking of what to hold the data in to so I am able to do the analysis fast.

- not all data is ladled correctly and the articles can have misspelled words

**Other (non-technical) challenges**

- Newspapers have welsh articles - this might be an issue as don't want to not take them into consideration but I know nothing about the language;

**Ideal finished result and intermediate stages.**

The ideal finish result would be a web application that presents the data in a user friendly way(graphs, pie charts) depending on user input. And depending on results maybe an interactive map.

Intermediate stages:

- algorithm for finding only crime related articles

- algorithm of splitting crimes into different types

- analysing and finding statistics depending on age, or sex or place, or year

- making a website where these will be presented to users with nice charts and graphs

- look into making an interactive map of the crimes on years and places; (if data is sufficient)