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Classification: <https://www.kaggle.com/datasets/kamilpytlak/personal-key-indicators-of-heart-disease>

We are looking at data of calculating the chance of people with heart disease.

# Reading in the CSV file and displaying the data   
HDI <- read.csv("heart\_2020.csv")  
head(HDI)

## HeartDisease BMI Smoking AlcoholDrinking Stroke PhysicalHealth MentalHealth  
## 1 No 16.60 Yes No No 3 30  
## 2 No 20.34 No No Yes 0 0  
## 3 No 26.58 Yes No No 20 30  
## 4 No 24.21 No No No 0 0  
## 5 No 23.71 No No No 28 0  
## 6 Yes 28.87 Yes No No 6 0  
## DiffWalking Sex AgeCategory Race Diabetic PhysicalActivity GenHealth  
## 1 No Female 55-59 White Yes Yes Very good  
## 2 No Female 80 or older White No Yes Very good  
## 3 No Male 65-69 White Yes Yes Fair  
## 4 No Female 75-79 White No No Good  
## 5 Yes Female 40-44 White No Yes Very good  
## 6 Yes Female 75-79 Black No No Fair  
## SleepTime Asthma KidneyDisease SkinCancer  
## 1 5 Yes No Yes  
## 2 7 No No No  
## 3 8 Yes No No  
## 4 6 No No Yes  
## 5 8 No No No  
## 6 12 No No No

nrow(HDI)

## [1] 319795

# More data read-in varaibles  
str(HDI)

## 'data.frame': 319795 obs. of 18 variables:  
## $ HeartDisease : chr "No" "No" "No" "No" ...  
## $ BMI : num 16.6 20.3 26.6 24.2 23.7 ...  
## $ Smoking : chr "Yes" "No" "Yes" "No" ...  
## $ AlcoholDrinking : chr "No" "No" "No" "No" ...  
## $ Stroke : chr "No" "Yes" "No" "No" ...  
## $ PhysicalHealth : num 3 0 20 0 28 6 15 5 0 0 ...  
## $ MentalHealth : num 30 0 30 0 0 0 0 0 0 0 ...  
## $ DiffWalking : chr "No" "No" "No" "No" ...  
## $ Sex : chr "Female" "Female" "Male" "Female" ...  
## $ AgeCategory : chr "55-59" "80 or older" "65-69" "75-79" ...  
## $ Race : chr "White" "White" "White" "White" ...  
## $ Diabetic : chr "Yes" "No" "Yes" "No" ...  
## $ PhysicalActivity: chr "Yes" "Yes" "Yes" "No" ...  
## $ GenHealth : chr "Very good" "Very good" "Fair" "Good" ...  
## $ SleepTime : num 5 7 8 6 8 12 4 9 5 10 ...  
## $ Asthma : chr "Yes" "No" "Yes" "No" ...  
## $ KidneyDisease : chr "No" "No" "No" "No" ...  
## $ SkinCancer : chr "Yes" "No" "No" "Yes" ...

table(HDI$HeartDisease)

##   
## No Yes   
## 292422 27373

yes <- which(HDI$HeartDisease == "Yes")  
no <- which(HDI$HeartDisease == "No")  
  
length(yes)

## [1] 27373

length(no)

## [1] 292422

no\_downsample <- sample(no, length(yes))  
HDI <- HDI[c(no\_downsample, yes),]  
  
str(HDI)

## 'data.frame': 54746 obs. of 18 variables:  
## $ HeartDisease : chr "No" "No" "No" "No" ...  
## $ BMI : num 30 22.7 21.9 29.8 30.2 ...  
## $ Smoking : chr "No" "Yes" "No" "Yes" ...  
## $ AlcoholDrinking : chr "No" "No" "No" "No" ...  
## $ Stroke : chr "No" "No" "No" "No" ...  
## $ PhysicalHealth : num 5 0 0 0 14 0 0 0 0 0 ...  
## $ MentalHealth : num 3 2 0 0 0 14 2 5 0 0 ...  
## $ DiffWalking : chr "No" "No" "No" "No" ...  
## $ Sex : chr "Female" "Female" "Male" "Female" ...  
## $ AgeCategory : chr "70-74" "75-79" "40-44" "65-69" ...  
## $ Race : chr "White" "White" "White" "White" ...  
## $ Diabetic : chr "Yes" "No" "No" "No, borderline diabetes" ...  
## $ PhysicalActivity: chr "Yes" "Yes" "Yes" "Yes" ...  
## $ GenHealth : chr "Fair" "Fair" "Very good" "Excellent" ...  
## $ SleepTime : num 6 7 7 7 8 6 7 8 7 7 ...  
## $ Asthma : chr "No" "No" "No" "No" ...  
## $ KidneyDisease : chr "Yes" "No" "No" "No" ...  
## $ SkinCancer : chr "No" "Yes" "No" "No" ...

yes <- which(HDI$HeartDisease == "Yes")  
no <- which(HDI$HeartDisease == "No")  
length(yes)

## [1] 27373

length(no)

## [1] 27373

# Converting variables into factors, getting rid of unbalance Variables   
HDI$AgeCategory[HDI$AgeCategory == "18-24"] <- 0  
HDI$AgeCategory[HDI$AgeCategory == "25-29"] <- 1  
HDI$AgeCategory[HDI$AgeCategory == "30-34"] <- 2  
HDI$AgeCategory[HDI$AgeCategory == "35-39"] <- 3  
HDI$AgeCategory[HDI$AgeCategory == "40-44"] <- 4  
HDI$AgeCategory[HDI$AgeCategory == "45-49"] <- 5  
HDI$AgeCategory[HDI$AgeCategory == "50-54"] <- 6  
HDI$AgeCategory[HDI$AgeCategory == "55-59"] <- 7  
HDI$AgeCategory[HDI$AgeCategory == "60=64"] <- 8  
HDI$AgeCategory[HDI$AgeCategory == "65-69"] <- 9  
HDI$AgeCategory[HDI$AgeCategory == "70-74"] <- 10  
HDI$AgeCategory[HDI$AgeCategory == "75-79"] <- 11  
HDI$AgeCategory[HDI$AgeCategory == "80 or older"] <- 12  
HDI$AgeCategory <- as.factor(HDI$AgeCategory)  
  
HDI$Diabetic[HDI$Diabetic == "Yes"] <- TRUE  
HDI$Diabetic[HDI$Diabetic == "No"] <- FALSE  
HDI$Diabetic[HDI$Diabetic == "Yes (during pregnancy)"] <- FALSE  
HDI$Diabetic[HDI$Diabetic == "No, borderline diabetes"] <- TRUE  
HDI$Diabetic <- as.factor(HDI$Diabetic)  
  
HDI$DiffWalking[HDI$DiffWalking == "Yes"] <- TRUE  
HDI$DiffWalking[HDI$DiffWalking == "No"] <- FALSE  
HDI$DiffWalking <- as.factor(HDI$DiffWalking)  
  
  
HDI$GenHealth[HDI$GenHealth == "Poor"] <- 0  
HDI$GenHealth[HDI$GenHealth == "Fair"] <- 1  
HDI$GenHealth[HDI$GenHealth == "Good"] <- 2  
HDI$GenHealth[HDI$GenHealth == "Very good"] <- 3  
HDI$GenHealth[HDI$GenHealth == "Excellent"] <- 4  
HDI$GenHealth <- as.factor(HDI$GenHealth)  
HDI$GenHealth <- as.factor(HDI$GenHealth)  
  
  
HDI$PhysicalActivity[HDI$PhysicalActivity == "Yes"] <- TRUE  
HDI$PhysicalActivity[HDI$PhysicalActivity == "No"] <- FALSE  
HDI$PhysicalActivity <- as.factor(HDI$PhysicalActivity)  
  
HDI$Sex[HDI$Sex == "Male"] <- 0  
HDI$Sex[HDI$Sex == "Female"] <- 1  
HDI$Sex <- as.factor(HDI$Sex) # seems good  
  
HDI$Smoking[HDI$Smoking == "Yes"] <- TRUE  
HDI$Smoking[HDI$Smoking == "No"] <- FALSE  
HDI$Smoking <- as.factor(HDI$Smoking) # seems good  
  
HDI$AlcoholDrinking <- NULL  
HDI$Stroke <- NULL  
HDI$Race <- NULL  
HDI$Asthma <- NULL  
HDI$KidneyDisease <- NULL  
HDI$SkinCancer <- NULL  
HDI$MentalHealth <- NULL  
  
colnames(HDI)[which(names(HDI) == "PhysicalHealth")] <- "InjuryRate"  
  
names(HDI)

## [1] "HeartDisease" "BMI" "Smoking" "InjuryRate"   
## [5] "DiffWalking" "Sex" "AgeCategory" "Diabetic"   
## [9] "PhysicalActivity" "GenHealth" "SleepTime"

# Graphs   
summary(HDI)

## HeartDisease BMI Smoking InjuryRate   
## Length:54746 Min. :12.16 FALSE:27817 Min. : 0.000   
## Class :character 1st Qu.:24.41 TRUE :26929 1st Qu.: 0.000   
## Mode :character Median :27.80 Median : 0.000   
## Mean :28.83 Mean : 5.385   
## 3rd Qu.:32.08 3rd Qu.: 5.000   
## Max. :85.91 Max. :30.000   
##   
## DiffWalking Sex AgeCategory Diabetic PhysicalActivity  
## FALSE:41540 0:28942 10 : 7286 FALSE:41427 FALSE:15635   
## TRUE :13206 1:25804 12 : 7205 TRUE :13319 TRUE :39111   
## 9 : 6908   
## 60-64 : 6198   
## 11 : 5718   
## 7 : 4853   
## (Other):16578   
## GenHealth SleepTime   
## 0: 4565 Min. : 1.000   
## 1: 9608 1st Qu.: 6.000   
## 2:17454 Median : 7.000   
## 3:15479 Mean : 7.106   
## 4: 7640 3rd Qu.: 8.000   
## Max. :24.000   
##

str(HDI)

## 'data.frame': 54746 obs. of 11 variables:  
## $ HeartDisease : chr "No" "No" "No" "No" ...  
## $ BMI : num 30 22.7 21.9 29.8 30.2 ...  
## $ Smoking : Factor w/ 2 levels "FALSE","TRUE": 1 2 1 2 2 1 1 1 2 2 ...  
## $ InjuryRate : num 5 0 0 0 14 0 0 0 0 0 ...  
## $ DiffWalking : Factor w/ 2 levels "FALSE","TRUE": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Sex : Factor w/ 2 levels "0","1": 2 2 1 2 1 2 2 2 1 1 ...  
## $ AgeCategory : Factor w/ 13 levels "0","1","10","11",..: 3 4 8 13 8 1 5 5 11 2 ...  
## $ Diabetic : Factor w/ 2 levels "FALSE","TRUE": 2 1 1 2 1 1 2 1 1 1 ...  
## $ PhysicalActivity: Factor w/ 2 levels "FALSE","TRUE": 2 2 2 2 1 2 2 1 2 2 ...  
## $ GenHealth : Factor w/ 5 levels "0","1","2","3",..: 2 2 4 5 5 4 4 3 3 5 ...  
## $ SleepTime : num 6 7 7 7 8 6 7 8 7 7 ...

HDI$HeartDisease[HDI$HeartDisease == "Yes"] <- TRUE  
HDI$HeartDisease[HDI$HeartDisease == "No"] <- FALSE  
HDI$HeartDisease <- as.factor(HDI$HeartDisease)  
  
par(mfrow=c(1,2))  
plot(HDI$HeartDisease,HDI$BMI, main="BMI", ylab="", varwidth=TRUE)  
plot(HDI$HeartDisease,HDI$InjuryRate, main="Rate of Injury ", ylab="", varwidth=TRUE)

![](data:image/png;base64,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)

# Train and test Split   
set.seed(1234)  
  
x <- sample(1:nrow(HDI), nrow(HDI)\*0.75, replace=FALSE)  
train <- HDI[x,]  
test <- HDI[-x,]  
nrow(train)

## [1] 41059

nrow(test)

## [1] 13687

# Naive Bayes  
library(e1071)  
nb1 <- naiveBayes(HeartDisease~., data=train)   
nb1

##   
## Naive Bayes Classifier for Discrete Predictors  
##   
## Call:  
## naiveBayes.default(x = X, y = Y, laplace = laplace)  
##   
## A-priori probabilities:  
## Y  
## FALSE TRUE   
## 0.4994033 0.5005967   
##   
## Conditional probabilities:  
## BMI  
## Y [,1] [,2]  
## FALSE 28.23212 6.308781  
## TRUE 29.39794 6.587281  
##   
## Smoking  
## Y FALSE TRUE  
## FALSE 0.6023897 0.3976103  
## TRUE 0.4128637 0.5871363  
##   
## InjuryRate  
## Y [,1] [,2]  
## FALSE 2.952987 7.431252  
## TRUE 7.823051 11.504520  
##   
## DiffWalking  
## Y FALSE TRUE  
## FALSE 0.8831992 0.1168008  
## TRUE 0.6329668 0.3670332  
##   
## Sex  
## Y 0 1  
## FALSE 0.4677396 0.5322604  
## TRUE 0.5941909 0.4058091  
##   
## AgeCategory  
## Y 0 1 10 11 12 2  
## FALSE 0.069251402 0.056376494 0.089441600 0.060375518 0.063106559 0.064033163  
## TRUE 0.004670624 0.004719276 0.177143135 0.149362654 0.197090591 0.008076287  
## AgeCategory  
## Y 3 4 5 6 60-64 7  
## FALSE 0.071348452 0.071884906 0.072031212 0.079248964 0.104218483 0.096854426  
## TRUE 0.010898122 0.017904058 0.027342610 0.050987642 0.122555220 0.079011385  
## AgeCategory  
## Y 9  
## FALSE 0.101828822  
## TRUE 0.150238396  
##   
## Diabetic  
## Y FALSE TRUE  
## FALSE 0.8712997 0.1287003  
## TRUE 0.6420648 0.3579352  
##   
## PhysicalActivity  
## Y FALSE TRUE  
## FALSE 0.2088271 0.7911729  
## TRUE 0.3628004 0.6371996  
##   
## GenHealth  
## Y 0 1 2 3 4  
## FALSE 0.02643258 0.09280663 0.28792977 0.36888564 0.22394538  
## TRUE 0.14216211 0.25985210 0.34776686 0.19606889 0.05415004  
##   
## SleepTime  
## Y [,1] [,2]  
## FALSE 7.072031 1.392784  
## TRUE 7.132772 1.767472

nb.pred <- predict(nb1, newdata=test, type="class")  
table(nb.pred, test$HeartDisease)

##   
## nb.pred FALSE TRUE  
## FALSE 5390 2426  
## TRUE 1478 4393

nb.acc <- mean(nb.pred == test$HeartDisease)  
print(paste("Accuracy: ", nb.acc))

## [1] "Accuracy: 0.71476583619493"

# kNN   
  
library(class)  
  
for (x in 1:ncol(HDI)){  
 if(!is.numeric(HDI[1,x])) {  
 HDI[,x] <- as.integer(HDI[,x])  
 }  
}  
  
predictors <- c("BMI", "Smoking", "InjuryRate", "DiffWalking", "Sex", "AgeCategory", "Diabetic", "PhysicalActivity", "GenHealth", "SleepTime")  
  
normalize <- function(x) { (x - min(x))/(max(x) - min(x))}  
HDI\_normalized <- as.data.frame(lapply(HDI[,predictors], normalize))  
summary(HDI\_normalized)

## BMI Smoking InjuryRate DiffWalking   
## Min. :0.0000 Min. :0.0000 Min. :0.0000 Min. :0.0000   
## 1st Qu.:0.1661 1st Qu.:0.0000 1st Qu.:0.0000 1st Qu.:0.0000   
## Median :0.2121 Median :0.0000 Median :0.0000 Median :0.0000   
## Mean :0.2260 Mean :0.4919 Mean :0.1795 Mean :0.2412   
## 3rd Qu.:0.2701 3rd Qu.:1.0000 3rd Qu.:0.1667 3rd Qu.:0.0000   
## Max. :1.0000 Max. :1.0000 Max. :1.0000 Max. :1.0000   
## Sex AgeCategory Diabetic PhysicalActivity  
## Min. :0.0000 Min. :0.0000 Min. :0.0000 Min. :0.0000   
## 1st Qu.:0.0000 1st Qu.:0.2500 1st Qu.:0.0000 1st Qu.:0.0000   
## Median :0.0000 Median :0.5000 Median :0.0000 Median :1.0000   
## Mean :0.4713 Mean :0.5395 Mean :0.2433 Mean :0.7144   
## 3rd Qu.:1.0000 3rd Qu.:0.8333 3rd Qu.:0.0000 3rd Qu.:1.0000   
## Max. :1.0000 Max. :1.0000 Max. :1.0000 Max. :1.0000   
## GenHealth SleepTime   
## Min. :0.0000 Min. :0.0000   
## 1st Qu.:0.2500 1st Qu.:0.2174   
## Median :0.5000 Median :0.2609   
## Mean :0.5549 Mean :0.2655   
## 3rd Qu.:0.7500 3rd Qu.:0.3043   
## Max. :1.0000 Max. :1.0000

set.seed(1234)  
x <- sample(1:nrow(HDI\_normalized), nrow(HDI\_normalized)\*0.75, replace=FALSE)  
train <- HDI\_normalized[x,]  
test <- HDI\_normalized[-x,]  
  
train.labels <- HDI[x,"HeartDisease"]   
test.labels <- HDI[-x,"HeartDisease"]  
  
knn.pred <- knn(train, test, cl=train.labels, k=9)   
results <- knn.pred == test.labels  
knn.acc <- length(which(results == TRUE)) / length(results)  
print(paste("Accuracy: ", knn.acc))

## [1] "Accuracy: 0.729378242127566"

table(results, knn.pred)

## knn.pred  
## results 1 2  
## FALSE 1568 2136  
## TRUE 4732 5251

#Train and test part 2  
x <- sample(1:nrow(HDI), nrow(HDI)\*0.75, replace=FALSE)  
train <- HDI[x,]  
test <- HDI[-x,]  
nrow(train)

## [1] 41059

nrow(test)

## [1] 13687

# Logic Regression   
# glm1 <- glm(HeartDisease~., data=train, family=binomial)  
# summary(glm1)  
  
# glm2 <- glm(HeartDisease~Smoking+BMI+InjuryRate+Diabetic+GenHealth,data=train, family="binomial")  
# summary(glm2)  
  
# glm3 <- glm(HeartDisease~.-AgeCategory-PhysicalActivity, data=train, family="binomial")  
# summary(glm3)  
  
# glmprobs <- predict(glm1, newdata=test, type="response")  
   
# glmpred <- rep(TRUE, nrow(test))  
# glmpred[glmprobs<0.5] <- FALSE  
  
# glmacc <- mean(glmpred == test$HeartDisease)  
# print(glmacc)  
# table(Predicted = glmpred, Actual = test$HeartDisease)

What Did I Learn:

That some variables and some algorithms need to have multiple instances of what is needed to be calculated for. Predictors have a hard time trying to predict values that need the result of other algorithms to work.