CMP3749M Big Data Assessment Item 1

# Task 1 – PySpark Analysis of Nuclear Plants dataset

## Part 1

**Firstly, the required libraries and modules were imported, and a Spark session was created. A function named ‘clean\_data’ was created, which takes in a data frame for cleaning. It checks for duplicate rows or missing/null values and drops the rows on which they occur. The dataset was read into a Spark data frame and then cleaned using the aforementioned function. It was found that there were no duplicate or missing/null values in the dataset, with the number of samples being 996, before and after cleaning.**

**Incomplete datasets can have negative effects on the reliability of ML predictions. Dropping rows with missing/null or duplicated values is only one way of handling this task. Other methods, such as imputing data or data prediction using machine learning (ML), could have been used in the analysis of the dataset. Imputation refers to filling missing values with substituted data (Li et al., 2015). Simple strategies include replacing the values with the mean, median, or mode of that column/row. However, while this method is easy to implement, it can introduce bias into the applications of the data (Jäger et al., 2021).**

**More sophisticated ML methods, such as k-nearest neighbours, can be used for imputation. These methods can predict qualitative data, such as the ‘Status’ column in the nuclear plant's dataset, and quantitative data by changing the parameter of the distance metric. This method can be slow, as it must go through the whole dataset (Batista and Monard, 2003). This can be a huge drawback when dealing with billions of rows and columns within big datasets, due to the computational cost of processing the entire dataset.**

## Part 2

## **Two functions were created to complete the task. A function named ‘filter\_df’ takes in a data frame and filters it based on the ‘Status’ column within the data frame. Another function, ‘summary\_stats’, takes in a data frame and uses the previously mentioned function to filter the ‘normal’ and ‘abnormal’ statuses, calculating the summary statistics using a built-in PySpark function. Finally, a function named ‘boxplot\_df’ takes in the data frame and filters it using the ‘filter\_df’ function, creating two boxplots, one for each group: ‘normal’ and ‘abnormal’. Both boxplots give a good visual analysis of the data, showing outliers and clear differences in the values for ‘vibration\_sensor\_3 for each group, “Normal” and “abnormal”, possibly being the reason for the status changing. The outliers were not removed from the dataset as it was not required for the tasks but there are various methods to do so. Trimming, which removes the row where the outlier appears and winsorization which sets extreme values of data to a designated percentile within the dataset (Kwak and Kim, 2017).**

## Part 3

A correlation matrix was created using pandas library and visualised using seaborn library. Two features, ‘pressure\_sensor\_4’ and ‘power\_range\_sensor\_4’ have a Pearson coefficient of 0.82. This indicates a high correlation between the two features and there may be redundancy in using both features for analysis as they could carry similar information about the target class, this could result in increased storage requirements and reduced computational performance.

# Task 2 – MapReduce for Margie Travel dataset

## Part 1

## Part 2

## Part 3

# Task 3 – Big Data Tools and Technology Appraisal
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