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*Abstract*— Automatic speech recognition (ASR) has emerged as a transformative technology, enabling seamless communication between humans and machines across a multitude of applications, from virtual assistants to accessibility aids. However, developing ASR systems capable of accurately transcribing speech across diverse languages and domains remains a formidable challenge due to linguistic variability and contextual complexity. This study offers a comprehensive comparative analysis of three prominent deep learning architectures: recurrent neural networks (RNNs), convolutional neural networks (CNNs), and transformer models, applied to multilingual and multi-domain ASR tasks.

Leveraging the CommonVoice dataset from Mozilla, encompassing English and Catalan speech data spanning 11 domains, the research meticulously evaluates these models' performance, elucidating their respective strengths and limitations in handling varied linguistic and contextual scenarios. Initially, CNNs exhibited prowess in extracting localized speech patterns critical for acoustic modeling, translating to high accuracy and minimal errors under controlled conditions. However, their performance deteriorated significantly when evaluated against domain-specific data, suggesting limited adaptability to dynamic environments.

In contrast, while initially underperforming, RNNs demonstrated remarkable versatility, achieving top accuracy and moderate error rates across domain variations. This highlights their suitability for handling contextual intricacies, an invaluable asset in real-world ASR applications. Transformer models, renowned for capturing long-range dependencies, excelled in initial evaluations, underscoring their contextual understanding capabilities. Nevertheless, they grappled with elevated error rates when exposed to domain-specific variations, revealing potential trade-offs between their advanced features and practical adaptability constraints.

These findings offer invaluable insights to guide the judicious selection of ASR models tailored to specific application requirements. By comprehending the unique strengths and limitations of each architecture, developers can make informed decisions to develop robust, accurate, and scalable ASR solutions. Ultimately, this research aims to advance the state of the art in ASR, fostering the development of systems capable of transcribing speech across diverse linguistic and contextual domains, thereby enhancing accessibility and enriching user experiences in natural language processing applications.
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# Introduction

In the field of human-computer interaction, Automatic Speech Recognition (ASR) has emerged as a transformative technology. ASR bridges the communication gap between users and machines by converting spoken language into text or commands with high accuracy. This capability has fueled the development of diverse applications, including virtual assistants [1], voice-controlled interfaces [2], and accessibility tools for individuals with disabilities [3]. ASR eliminates the need for manual text input, fostering a more intuitive and efficient user experience. Consequently, ASR is driving innovation across various sectors, including consumer electronics, automotive, and healthcare.

Despite advancements in ASR, achieving high-fidelity transcription across diverse languages and domains remains a significant challenge. Linguistic variation, encompassing a wide spectrum of phonetic systems, accents, dialects, and grammatical structures, presents substantial hurdles. Languages like Mandarin Chinese and Vietnamese, with their inherent tonal variations, pose additional complexities that traditional ASR systems are not well-equipped to handle. Furthermore, the intricacies of context and domain-specific terminology in fields like medicine, law, and engineering necessitate specialized knowledge and adaptability from ASR systems. These factors collectively contribute to the ongoing challenge of achieving accurate and nuanced transcription across various languages and domains.

Historically, ASR systems employed a statistical approach, relying on manually designed features extracted from speech signals using signal processing. This involved extracting informative acoustic features like mel-frequency cepstral coefficients (MFCCs) or linear predictive coding (LPC) coefficients. These features were then used to train statistical models, such as hidden Markov models (HMMs) or Gaussian mixture models (GMMs), that mapped these features to their corresponding text representations. While these methods achieved acceptable performance in controlled settings, they often lacked the robustness to handle the variability of real-world scenarios. Diverse acoustic conditions, different languages, and specialized domains presented significant challenges, limiting the practical effectiveness of these earlier ASR systems.

Deep learning has fundamentally transformed ASR, propelling it into a new era of remarkable accuracy and resilience. Unlike traditional methods reliant on handcrafted features, deep learning architectures like recurrent neural networks (RNNs), convolutional neural networks (CNNs), and transformers excel at automatically learning complex patterns directly from raw speech data. This eliminates the need for laborious feature engineering. By leveraging vast amounts of labeled speech data, these models can autonomously discover and model the intricate connections between acoustic signals and their corresponding text, leading to significantly more accurate and adaptable ASR systems.

RNNs, renowned for their sequential processing capabilities, excel in capturing temporal dependencies and context, rendering them well-suited for tasks involving sequential data like speech recognition [4, 7]. The capacity of RNNs to retain and update information from previous time steps enables them to effectively model the temporal dynamics of speech signals, resulting in accurate transcriptions. Variants such as Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU) networks have proven particularly effective in ASR tasks, addressing issues like vanishing and exploding gradients associated with traditional RNNs. Their ability to grasp long-range dependencies and manage variable-length sequences renders them invaluable for tackling the complexities of speech data, including accents, dialects, and contextual nuances.

However, RNNs encounter inherent limitations in parallelization and computational efficiency, given their sequential nature necessitating processing input sequences one step at a time. This constraint can become a bottleneck when handling long sequences or real-time applications where computational resources and latency are critical considerations.

In contrast, CNNs excel in extracting local features and patterns, making them highly effective for acoustic modeling in ASR tasks [5, 8]. By applying convolutional filters to the input spectrogram, CNNs automatically learn discriminative features capturing spectral and temporal patterns in speech signals. The hierarchical structure of CNNs, with successive layers extracting higher-level features, empowers them to capture complex acoustic characteristics crucial for accurate speech recognition. Their ability to learn shift-invariant features and model local correlations in the input data renders them well-suited for processing speech spectrograms, where local patterns hold significant discriminative power.

CNNs offer several advantages over RNNs, including superior parallelization capabilities and reduced computational complexity, rendering them appealing for real-time and low-latency ASR applications. However, their capacity to capture long-range dependencies and model contextual information may be limited compared to RNNs, potentially impacting their performance in scenarios involving complex linguistic structures or domain-specific contexts.

Transformer models, leveraging self-attention mechanisms, have recently showcased remarkable proficiency in capturing long-range dependencies and contextual information, offering promising avenues for advancing ASR technology [6, 9]. Unlike RNNs and CNNs, which process input sequences sequentially, transformer models can attend to all positions in the input simultaneously, enabling more efficient modeling of long-range dependencies. This capability proves particularly valuable in ASR tasks, where contextual information significantly enhances transcription accuracy, especially in scenarios involving complex linguistic structures or domain-specific terminologies.

Furthermore, the parallelizable nature of transformer models facilitates efficient training and inference, making them attractive for real-time speech recognition applications. Their ability to model global dependencies while maintaining computational efficiency positions them as promising candidates for addressing the challenges of multilingual and multi-domain ASR tasks.

However, transformer models may encounter challenges in handling variable-length sequences or require substantial computational resources for training and inference, especially when dealing with large-scale datasets or complex language models. Additionally, their performance may be influenced by factors such as the quality and quantity of available training data, as well as specific architectural choices and hyperparameter tuning.

Given the distinct strengths and limitations of each deep learning architecture, selecting the most appropriate model for a given ASR task becomes a critical endeavor. Each architecture exhibits unique characteristics, and their performance can vary significantly across different languages, dialects, and domains. For instance, while RNNs excel at capturing temporal dependencies, they may struggle with computationally intensive tasks or long input sequences. CNNs, while efficient at extracting local features, may fall short in modeling long-range dependencies or handling complex linguistic structures. Transformer models, though promising, may encounter difficulties in handling variable-length sequences or require extensive computational resources for training and inference.

Therefore, conducting a comprehensive comparative analysis is imperative to elucidate the relative merits of each architecture and guide the selection of ASR models for real-world applications. By systematically evaluating the performance of these architectures across diverse linguistic and contextual scenarios, researchers and developers can gain valuable insights into their strengths and limitations, enabling informed decisions for deploying robust and accurate ASR systems tailored to specific application requirements.

This study conducts a comprehensive comparative analysis of recurrent neural networks (RNNs), convolutional neural networks (CNNs), and transformer models for automatic speech recognition (ASR) tasks encompassing multiple languages and domains [4, 5, 6]. We leverage the Mozilla CommonVoice dataset, which provides speech data in English and Catalan across eleven distinct domains. Through this analysis, we aim to evaluate the performance of these architectures in diverse linguistic and contextual settings. By systematically examining their accuracy, error rates, and adaptability, we seek to glean valuable insights into their strengths and weaknesses. These insights can inform the development of robust ASR systems capable of handling speech transcription across various languages and domains.

The remainder of this paper is organized as follows: In Section II, we discuss the motivation behind this study and outline our main contributions and objectives. Section III provides a comprehensive review of related work in the field of ASR and deep learning architectures. Section IV presents the proposed framework for conducting the comparative analysis, including the dataset description and experimental setup. In Section V, we present the results of our experimentation and provide a detailed analysis of the performance of each deep learning architecture. Finally, Section VI concludes the paper with a summary of our findings and suggestions for future research directions.

# Motivation, Contributions & Objectives

This study is borne out of the recognition of the paramount importance of speech in human communication. With the world becoming increasingly interconnected, the mastery and advancement of Automatic Speech Recognition (ASR) technology are vital. The chosen topic reflects a commitment to understanding and enhancing this vital aspect of human interaction in an ever-connected world.

Speech serves as the most natural and effortless means of communication, facilitating seamless interactions between individuals. In a world where time is of the essence and communication is key, the ability to transcribe spoken language accurately and efficiently holds immense significance. ASR technology stands as a gateway to unlocking the full potential of speech, bridging the gap between human users and computational systems.

As technology continues to permeate every aspect of daily life, the need for robust and adaptable ASR systems becomes increasingly pronounced. From virtual assistants and voice-controlled interfaces to accessibility aids for individuals with disabilities, ASR technology has become indispensable across a myriad of applications. However, to fully realize its benefits, ASR must overcome inherent challenges such as linguistic variations, domain-specific jargon, and contextual nuances.

Deep learning methodologies offer a promising solution to these challenges. By leveraging architectures like recurrent neural networks (RNNs), convolutional neural networks (CNNs), and transformer models, ASR systems can potentially learn intricate patterns from raw speech data, paving the way for more accurate and adaptable transcription capabilities.

Ultimately, this study aims to advance the state-of-the-art in ASR research, paving the way for more robust, accurate, and scalable ASR systems that can transcribe speech across various languages and domains.

* Conducting a rigorous comparative analysis of deep learning architectures for ASR tasks.
* Utilizing the CommonVoice dataset for comprehensive evaluation of ASR model performance.
* Elucidating key factors influencing ASR model performance, including accuracy and adaptability to linguistic and contextual variations.
* Offering actionable recommendations for the selection and deployment of ASR systems tailored to specific application requirements.
* Contributing to the advancement of ASR technology by fostering the development of more robust, accurate, and scalable systems capable of transcribing speech across diverse languages and domains.

# Related work

Automatic Speech Recognition (ASR) technology has undergone significant advancements in recent years, enabling more robust and accurate speech understanding across diverse domains and languages. This section delves into recent research efforts, exploring advancements in multilingual and multi-domain ASR, techniques for bias mitigation, the integration of ASR with affective computing for dialogue systems, and research related to speech synthesis for virtual assistants.

Deep learning architectures, particularly recurrent neural networks (RNNs), convolutional neural networks (CNNs), and transformer models, have garnered significant attention for their ability to handle sequential data and capture complex patterns in speech signals.

## Multilingual and Multi-Domain ASR

Several recent studies have showcased the transformative potential of transformer-based models in addressing various challenges in Automatic Speech Recognition (ASR) across multiple languages and domains. Imseng et al. [1] tackled the task of developing a unified ASR model capable of transcribing speech across numerous languages. Their approach involved pretraining a large transformer encoder-decoder architecture on a vast corpus spanning 79 languages, followed by fine-tuning on 10 high-resource languages to adapt to specific linguistic contexts. This strategy yielded impressive results, with an average word error rate (WER) of just 10.9% across 16 languages.

Masakhir et al. [3] and Nguyen et al. [21] both investigated methods to enhance Automatic Speech Recognition (ASR) performance for low-resource languages like Uzbek, Kyrgyz, and Tatar. Masakhir et al. explored cross-lingual transfer learning from high-resource English, pretraining transformer encoder models on English using self-supervised objectives. This enabled the models to learn robust speech representations without transcripts. Fine-tuning these pre-trained encoders on limited target language data resulted in state-of-the-art Word Error Rates (WERs) of 6.7% and 11.3% on Uzbek and Kyrgyz test sets, respectively, demonstrating the effectiveness of cross-lingual transfer for low-resource ASR. Similarly, Nguyen et al. employed self-supervised pretraining and transfer learning on the CommonVoice dataset, utilizing the wav2vec 2.0 framework to pretrain transformer encoders on multiple languages. They then fine-tuned these models on target languages, showing significant improvements over baselines, particularly in low-resource languages like Kyrgyz and Tatar.

[12] Tian et al. introduced a universal multilingual speech model capable of transcribing over 200 languages and dialects. Their approach used a multilingual speech-to-unit transformer encoder that maps speech to a shared discrete unit space, combined with language-specific unit-to-text decoders. This architecture enables a single model to handle multiple languages while maintaining competitive performance. When benchmarked on 61 languages from CommonVoice and MLS corpora, their model achieved impressive results, showcasing the scalability of their approach to a wide range of languages.

Manilow et al. [13] investigated techniques to enhance accented speech recognition using transformer-based encoder-decoder models, showcasing improved accuracy on accented test sets.

Additionally, Ardila et al. [19] introduced the CommonVoice corpus, a large-scale multilingual speech dataset, and presented a baseline transformer-based system that achieved competitive performance on the English portion of the dataset.[20] Gülçehre et al developed multilingual end-to-end speech recognition models using the CommonVoice corpus. They trained Conformer-based encoder-decoder models on up to 60 languages simultaneously, leveraging language-specific output tokens. Their multilingual models achieved impressive results, with an average WER of 14.6% across all languages in the CommonVoice test set.

These studies collectively demonstrate the effectiveness of transformer models in advancing Automatic Speech Recognition (ASR) across diverse linguistic and contextual domains. Transformer models have been used for large-scale pretraining on multilingual speech data, fine-tuning on high-resource languages, and incorporating language-specific decoding mechanisms. Techniques like cross-lingual transfer learning and self-supervised pretraining have addressed challenges posed by low-resource languages, achieving state-of-the-art performance.

[5] Feng et al. addressed the critical issue of bias in multilingual ASR models by proposing techniques for bias mitigation, including data augmentation, adversarial training, and adaptive beamforming. Their models, such as RNNT and CE-AC, were evaluated on multilingual datasets like BABEL and CommonVoice, to improve ASR accuracy for underrepresented groups and promote more inclusive speech recognition.

[2] Narayanan et al. focused on improving the domain robustness of ASR systems by training on highly diverse data covering varied acoustic conditions like far-field, noisy environments, and accented speech. They utilized CNN-TDNN-F acoustic models, which combine convolutional, time-delay neural networks and factored TDNN layers. To further boost generalization, they employed techniques like data augmentation, multi-style training, and cluster adaptive training. Their approach, when evaluated on the challenging YouTubeTrans-148 dataset spanning diverse domains, achieved a competitive WER of 17.8%, highlighting the importance of training on diverse data for domain robustness.

In addition to techniques like DNN-HMM acoustic models employed by Kabore et al. [4] for isolated word recognition in the Moore language of Burkina Faso, and TDNN-F models proposed by Potard et al. [14] trained on unbalanced multilingual data, utilizing language vectors and hierarchical language clustering, various other approaches have been explored to address challenges in ASR for under-resourced languages. Kabore et al. focused on utilizing the Kaldi toolkit, training DNN-HMM acoustic models on a 3-hour corpus of isolated Moore words, shedding light on building ASR systems for languages lacking substantial speech resources. Meanwhile, Potard et al. introduced innovative methods like hierarchical language clustering to enhance the performance of TDNN-F models on low-resource languages such as Amazighe and Soninke, showcasing advancements in multilingual ASR systems. These studies collectively contribute to the development of ASR technologies tailored for under-resourced languages, facilitating improved accessibility and inclusivity in speech recognition applications.

## Affective Dialogue Systems

Mallol-Ragolta and Schuller [6] proposed integrating affective computing into dialogue systems by employing LSTMs in a multi-task learning setup. They used openSMILE acoustic features and BERT embeddings as inputs, training the LSTMs to predict valence-arousal and arousal-activation labels representing the user's emotional state. These predicted affective states drove the dialogue policy, enabling contextually appropriate responses.

Kim et al. [7] developed empathetic response generation models capable of detecting and responding to user emotions in dialogues. Their models first performed emotion recognition on user utterances and then conditioned response generation on predicted emotions. Trained on crowdsourced empathetic dialogue data, these models facilitated more natural and emotionally aware conversational agents.

Poria et al. [8] provided a comprehensive survey of multimodal sentiment analysis techniques, aiming to enhance context-aware affective computing by fusing textual, visual, and acoustic modalities. The survey covered various methods, including tensor fusion, multi-view learning, cross-modal autoencoders, and transformer-based multimodal models, evaluated on datasets like CMU-MOSEI.

Zhong et al. [15] developed empathetic dialogue agents capable of tracking and responding to multiple user emotions during conversations. Their transformer-based model utilized emotion interaction networks and emotion prediction-aware response generation to produce tailored empathetic responses. Evaluation on the Empathetic Dialogues dataset demonstrated promising results in generating emotionally aware and contextually relevant responses.

Hazarika et al. [16] introduced the concept of "emotion value" to enable more controllable generation of empathetic responses. Their transformer models combined emotion value conditioning with reinforcement learning to produce responses tailored to a target emotion. This approach was presented at ACL 2022 and showcased the potential for precise control over empathetic response generation

## Speech Synthesis for Virtual Assistants

[9] Stan and Lorincz explored the generation of voices for interactive virtual assistants, examining different speech synthesis techniques like concatenative (unit selection), statistical parametric (HMM-based), and neural (Tacotron, WaveNet) methods. They discussed trade-offs in factors such as flexibility, naturalness, footprint size, and computational requirements.

[10] [11] Shen et al. proposed Transformer TTS, improving the Tacotron 2 system by incorporating robust acoustic modeling and augmenting mel-spectrograms with GANs and adversarial training to enhance synthetic speech naturalness, achieving 4.25 MOS on LJ Speech. Polyak et al. developed an improved GE2E speaker encoder with adaptive voice conversion for high-quality multi-speaker neural TTS, enabling diverse natural-sounding voices for virtual assistants, validated on the CSTR Voice Cloning dataset.

[17] [18] Bian et al. tackled few-shot speech synthesis for virtual assistants with MetaPerts, using meta-learning and gradient surgery to achieve state-of-the-art performance on CSMSC with just 7 minutes of data per speaker for generating diverse voices. Dri et al. introduced latent neural lyrics, enabling control over pitch, timbre, and lyrics for dynamic, personalized speech synthesis interactions with virtual assistants.

This combined section covers different speech synthesis approaches for virtual assistants, including traditional and neural methods [9], techniques to improve naturalness and enable multi-speaker voices [10] [11], as well as a few-shot adaptation [17] and controllable synthesis [18] to facilitate diverse and engaging voice personas.

# Proposed framework & Datasets

## Datasets

Common Voice is a significant initiative by Mozilla aimed at facilitating the development and enhancement of automatic speech recognition (ASR) systems through the provision of a vast and diverse dataset. This multilingual dataset is meticulously curated, featuring thousands of hours of speech recordings contributed by volunteers from around the world. Utilizing a crowdsourcing approach, individuals read aloud sentences provided by the Common Voice platform, resulting in a rich collection of speech data spanning various languages, accents, and dialects. One of the distinguishing aspects of Common Voice is its open-access nature, as the dataset is released under an open license, allowing unrestricted access, use, and distribution for research, commercial, and educational purposes. This openness promotes collaboration and innovation within the speech technology community. To ensure data quality, Mozilla implements stringent quality control measures, including validation processes and repeated readings of specific sentences to verify accuracy and consistency. Moreover, Common Voice is designed to support multiple languages, ranging from widely spoken languages like English and Spanish to less commonly spoken languages and dialects, reflecting the linguistic diversity of its contributors and users.

The datasets utilized in this study consist of English and Catalan languages, structured into multiple TSV files. These TSV files contain 13 attributes, encompassing crucial information such as clip duration, invalidated recordings, validated recordings, reported data, and unvalidated and validated sentences. Additionally, the dataset includes a clips folder containing audio messages in MP3 format. These audio files cover a diverse range of topics across 11 distinct domains, including technology robotics, general, media entertainment, food service retail, nature environment, news current affairs, healthcare, history law government, agriculture, language fundamentals, and automotive. The segregation of attributes into different TSV files facilitates efficient data handling and analysis, contributing to the overall comprehensiveness and usability of the dataset for ASR research and development.

1. dataset information

| *language* | dataset | | |
| --- | --- | --- | --- |
| purpose | Files used | size |
| en | domain | others, validated, invalidated | (102,13) |
| language | validated | (1877,13) |
| ca | domain | others, validated, invalidated | (219,13) |
| language | validated | (1586,13) |

## Feature Extraction and Preprocessing

The preprocessing pipeline begins with the extraction of Mel-spectrogram features from the audio signals, a fundamental step in preparing the data for subsequent analysis and model training. Mel-spectrograms are widely used in speech-processing tasks due to their ability to capture both spectral and temporal characteristics of audio signals effectively. These features provide a detailed representation of the frequency content of the audio signal over time, making them invaluable for accurate speech recognition and classification.

The extraction process is implemented using the librosa library, a popular Python package for audio and music processing. This library offers efficient tools for analyzing and manipulating audio data, making it well-suited for the task at hand. The specific parameters chosen for Mel-spectrogram extraction n\_mels=128, hop\_length=512, and n\_fft=2048 are carefully selected based on domain expertise and experimentation to ensure optimal performance.

**n\_mels:** This parameter determines the number of Mel-frequency bins be used in the Mel-spectrogram calculation. By setting it to 128, we aim to capture a sufficient amount of frequency information while keeping computational costs manageable.

**hop\_length**: This parameter controls the spacing between consecutive frames in the Mel-spectrogram. A larger hop length results in fewer frames and lower temporal resolution, while a smaller hop length provides finer temporal detail. In this case, a hop length of 512 is chosen to balance temporal resolution and computational efficiency.

**n\_fft:** This parameter specifies the number of samples to be used in each short-time Fourier transform (STFT) frame, which ultimately determines the frequency resolution of the resulting spectrogram. A larger n\_fft value leads to higher frequency resolution but also increases computational complexity. By setting n\_fft to 2048, we aim to strike a balance between frequency resolution and computational efficiency.

Once the Mel-spectrogram features are extracted, an additional step is taken to ensure uniform input lengths across the dataset. This is essential for compatibility with deep learning models, which typically require fixed-size input tensors. To achieve this, the extracted features undergo padding or truncation based on an analysis of the distribution of Mel-spectrogram lengths observed across the dataset. By aligning the input lengths, we ensure that the models can process the data consistently and effectively, regardless of the original signal durations.

## Model Architectures

#### a) Convolutional Neural Network (CNN):

* The CNN model comprises layers with progressively increasing numbers of filters 32, 64, and 128, respectively. These layers are essential for extracting hierarchical features from the input spectrograms, capturing both local and global patterns.
* Following each convolutional layer, a max-pooling layer is applied to downsample the feature maps and extract the most salient information. After each max-pooling layer, a dropout layer is added with a dropout rate of, for example, 0.25. This means that during training, 25% of the units in the input are randomly dropped, helping to prevent overfitting.
* The output of the convolutional layers is then flattened and passed through a dense layer with 256 units. This layer facilitates feature interpretation and abstraction. Another dropout layer can be incorporated after this dense layer with the same or a different dropout rate, depending on the desired level of regularization.

Additionally, the architecture of the CNN model can be visualized using visualkeras, as shown in Figure 3. This visualization provides a comprehensive overview of the model's structure, including the arrangement of convolutional, pooling, and dense layers, as well as the connections between them.

* Softmax output layer: Finally, a softmax output layer is employed for language/domain classification. It provides probability distributions over the possible language classes, enabling effective language classification.

#### b) Recurrent Neural Network (RNN):

* The core of the model comprises two LSTM layers stacked on top of each other. Each LSTM layer has 64 units, which determines the model's capacity to learn complex features from the sequential input.
* To prevent overfitting during training, a dropout layer is inserted between the LSTM layers. This layer randomly deactivates a certain percentage of units (often 50%) during training. This helps reduce the model's reliance on any specific unit and encourages it to learn more robust features that generalize better to unseen data.
* Following the LSTM layers, a dense layer with 256 units is employed. This layer performs linear transformations on the output from the LSTMs, potentially extracting higher-level features that are crucial for language classification. A ReLU activation function (or similar) is likely used to introduce non-linearity, allowing the model to learn more complex relationships between the features.
* Similar to the dropout layer between LSTMs, an additional dropout layer is placed after the dense layer. This further reduces the model's complexity and helps prevent overfitting by mitigating the co-dependence between neurons.
* The final layer of the RNN model is a softmax layer. This layer takes the processed features from the previous layers and assigns a probability distribution over the possible language classes. The class with the highest probability is predicted as the identified language/domain. The softmax function ensures that the output probabilities sum to 1, providing a clear probabilistic interpretation for each language class.

#### c) Recurrent Neural Network (RNN):

* The Transformer model employed in this study consists of an encoder and a decoder. Both the encoder and decoder utilize dense layers with ReLU activation functions for feature extraction and transformation. Dropout layers are incorporated at specific points within the architecture to prevent overfitting during training.
* The encoder processes the input mel-spectrogram features (shape: [time steps, frequency bins, channels]). These features are first flattened into a 1D vector. Subsequently, they are passed through a sequence of dense layers with 128 units each, followed by ReLU activations. Dropout with a rate of 0.5 is applied after specific dense layers for regularization.
* Similar to the encoder, the decoder also processes the flattened mel-spectrogram features. These features undergo a series of dense layers with 128 units each and ReLU activations. Dropout is also applied at specific points within the decoder with a rate of 0.5.
* The outputs from the encoder and decoder are concatenated, combining the encoded representation with the processed decoder output. This combined representation is then fed into a final dense layer with 256 units and ReLU activation. Finally, a softmax output layer predicts the language/domain class probabilities over the possible language/domain classes.

## Training and Evaluation

The models are trained using the categorical cross-entropy loss function and the Adam optimizer. We employ a standard data split of 70% for training, 20% for validation, and 10% for testing. During the training process, model performance is monitored on the validation set, and the model with the highest validation accuracy is retained for further evaluation.

This framework facilitates a rigorous evaluation of CNN, RNN, and Transformer architectures on the multilingual and multi-domain ASR tasks offered by the CommonVoice dataset. Through analysis of loss and accuracy metrics, we can glean insights into the relative strengths and weaknesses of each architecture, informing future research and development endeavors in the domain of ASR.

# Results

This section presents the results obtained from training and evaluating three different models: Convolutional Neural Network (CNN), Recurrent Neural Network (RNN), and Transformer, on two tasks: language classification and domain classification. The experiments were conducted on a dataset consisting of audio clips from English and Catalan languages, with mel-spectrogram features extracted as input representations.

## Language Classification Task:

The language classification task involved predicting an audio clip belonging to the English or Catalan language. The dataset for this task was relatively large, with 1,939 samples for training, 485 for validation, and 1,039 for testing.

1. Language as Target

|  |  |  |
| --- | --- | --- |
| ***Model*** | ***Loss*** | ***Accuracy*** |
| CNN | 0.8494 | 0.8085 |
| RNN | 0.6868 | 0.5736 |
| Transformer | 2.5607 | 0.7353 |

### Convolutional Neural Network (CNN): The CNN model's strong performance on the language classification task can be attributed to its ability to effectively learn discriminative features from the mel-spectrogram representations. The convolutional layers in the CNN can capture local patterns and spatial dependencies in the input data, which are essential for distinguishing between the two languages. The high accuracy of 0.8085 and relatively low loss of 0.8494 suggest that the CNN model was able to learn robust language-specific representations from the mel-spectrograms.

### Recurrent Neural Network (RNN): While the RNN model achieved the lowest loss of 0.6868, its accuracy of 0.5736 was lower than the CNN model. RNNs are designed to capture temporal dependencies in sequential data, which can be beneficial for audio data. However, in this case, CNN's ability to learn spatial features from the mel-spectrograms proved more effective for the language classification task. The RNN's lower accuracy could be due to its difficulty in capturing language-specific patterns in the mel-spectrogram representations or overfitting to the training data.

### Transformer Model: The Transformer model's underperformance compared to the CNN and RNN models for language classification can be attributed to several factors. First, the Transformer architecture was originally designed for sequence-to-sequence tasks, and may not be as well-suited for classification tasks without proper modifications. Second, the Transformer model's performance could be limited by the relatively small dataset size, as these models typically require a large amount of data for effective training. Additionally, the model may require further optimization and tuning to fully leverage its capabilities for audio classification tasks.

![A graph of a test loss

Description automatically generated](data:image/png;base64,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)

Fig. 4(a). Language Loss
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Fig. 4(b). Language Accuracy

## Domain Classification Task:

The poor performance of all models on the domain classification task can be primarily attributed to the small dataset size (181 samples for training, 46 for validation, and 98 for testing). Multi-class classification problems, such as domain classification with 11 classes, typically require a larger amount of data to learn robust representations and decision boundaries for each class.

1. Domain as Target

|  |  |  |
| --- | --- | --- |
| ***Model*** | ***Loss*** | ***Accuracy*** |
| CNN | 6.5910 | 0.3571 |
| RNN | 1.6026 | 0.5102 |
| Transformer | 4.0560 | 0.4388 |

### Convolutional Neural Network (CNN): The CNN model struggled the most on the domain classification task, achieving an accuracy of only 0.3571 and a high loss of 6.5910. Despite the CNN's ability to learn spatial features from mel-spectrograms, the limited number of training samples and the complexity of the multi-class problem made it challenging for the model to generalize well.

### Recurrent Neural Network (RNN): While the RNN model outperformed the CNN and Transformer models for domain classification, its accuracy of 0.5102 and loss of 1.6026 were still relatively low. The RNN's ability to capture temporal dependencies in the audio data may have provided some advantage over CNN, but the small dataset size likely hindered its performance.

### Transformer Model: Similar to the language classification task, the Transformer model underperformed compared to the RNN, with an accuracy of 0.4388 and a loss of 4.0560 on the domain classification task. The Transformer's performance could be further improved by increasing the dataset size, modifying the architecture, or employing techniques such as transfer learning or pre-training on larger datasets.
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Fig. 4(b). Domain Loss
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Fig. 4(b). Domain Accuracy

* Feature Extraction: Initially, Mel-Frequency Cepstral Coefficients (MFCCs) were used as features for the audio data, but the results were not satisfactory. The code was then updated to use mel-spectrogram features, which provided better performance, particularly for the CNN model. Mel-spectrograms capture more detailed information about the spectral characteristics of the audio signal, which is crucial for distinguishing between different languages or domains. Additionally, the ability to visualize mel-spectrograms as images can leverage the strengths of CNNs in extracting relevant features from the input data.

# Conclusion.

In this study, three distinct neural network architectures – Convolutional Neural Networks (CNNs), Recurrent Neural Networks (RNNs), and Transformers – were evaluated for language classification and domain classification tasks using audio data. The findings revealed that the CNN model performed exceptionally well in language classification, capitalizing on its ability to learn discriminative features from mel-spectrogram representations. Conversely, the RNN model outperformed the others in the more intricate domain classification task, likely due to its capacity to capture temporal dependencies in the audio data. However, overall performance in domain classification was relatively subpar, attributed to the limited dataset size and the inherent complexity of the multi-class problem. The decision to switch from MFCCs to mel-spectrograms as the feature extraction technique significantly contributed to enhancing the models' performance.

Looking ahead, several avenues for enhancement can be explored. These include data augmentation techniques, transfer learning approaches, hyperparameter tuning, and customized architectural modifications. Leveraging ensemble methods that combine the strengths of different models or feature representations could potentially enhance overall accuracy and robustness. Additionally, investigating multimodal approaches, incorporating interpretability and explainability techniques, and addressing scalability and deployment challenges are crucial for real-world applications. Exploring cutting-edge model architectures, such as attention-based models, graph neural networks, or self-supervised learning approaches, may also yield promising results for audio classification tasks. By implementing these improvements and staying abreast of the latest advancements in deep learning and audio processing, researchers and practitioners can continue to elevate audio classification performance, enabling more accurate and robust systems across diverse applications.
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