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# **Chương 1: TỔNG QUAN**

**1.1 Giới thiệu về đề tài**Trong bối cảnh nền kinh tế toàn cầu hóa và sự phát triển mạnh mẽ của ngành tài chính - ngân hàng, rủi ro tín dụng đã trở thành một trong những thách thức lớn nhất đối với các tổ chức tín dụng. Rủi ro tín dụng xảy ra khi khách hàng không có khả năng thực hiện nghĩa vụ trả nợ đúng hạn, dẫn đến tổn thất tài chính cho ngân hàng. Việc quản lý và kiểm soát rủi ro tín dụng không chỉ giúp ngân hàng giảm thiểu tổn thất mà còn đảm bảo sự ổn định và bền vững trong hoạt động kinh doanh.

Với sự tiến bộ của công nghệ, đặc biệt là trí tuệ nhân tạo và học máy, các mô hình dự đoán hiện đại đã được áp dụng để đánh giá khả năng vỡ nợ của khách hàng một cách chính xác và hiệu quả hơn so với các phương pháp truyền thống. Đề tài “Phân tích rủi ro tín dụng trong ngân hàng, sử dụng mô hình học máy để đánh giá khả năng vỡ nợ của khách hàng” được thực hiện nhằm nghiên cứu và xây dựng một mô hình học máy để hỗ trợ các ngân hàng trong việc ra quyết định tín dụng.

**1.2 Nhiệm vụ của đề tài**Nhiệm vụ của đề tài là áp dụng các kỹ thuật xử lý dữ liệu và thuật toán học máy để phân tích và dự đoán khả năng vỡ nợ của khách hàng. Từ đó, xác định các yếu tố ảnh hưởng đến rủi ro tín dụng và đề xuất các giải pháp quản lý rủi ro hiệu quả. Điều này giúp các ngân hàng tối ưu hóa quy trình phê duyệt tín dụng, giảm thiểu tỷ lệ nợ xấu và tổn thất tài chính, đồng thời nâng cao khả năng quản lý rủi ro tín dụng trong bối cảnh kinh tế hiện tại và tương lai gần.

*1.2.1 Tính cấp thiết của đề tài*Trong những năm gần đây, tỷ lệ nợ xấu tại các ngân hàng thương mại có xu hướng gia tăng, đặc biệt trong bối cảnh kinh tế chịu ảnh hưởng bởi suy thoái, lạm phát và thị trường tài chính biến động mạnh mẽ. Việc đánh giá rủi ro tín dụng theo phương pháp truyền thống như hệ số tín dụng (credit scoring) thường không đủ chính xác và kịp thời để ngăn chặn các khoản vay có nguy cơ vỡ nợ cao. Sự thiếu chính xác và chậm trễ của các phương pháp này không đáp ứng được nhu cầu phân tích nhanh chóng với khối lượng dữ liệu khách hàng ngày càng lớn và phức tạp, dẫn đến việc bỏ lỡ các tín hiệu cảnh báo sớm về nguy cơ vỡ nợ.

Việc áp dụng học máy vào phân tích rủi ro tín dụng trở thành nhu cầu cấp thiết, giúp ngân hàng tăng cường hiệu quả quản lý tài sản bằng cách phân bổ nguồn vốn hợp lý, tránh đầu tư vào các khoản vay rủi ro cao. Học máy hỗ trợ ra quyết định chiến lược dựa trên dữ liệu thực tế, cho phép ngân hàng phản ứng linh hoạt với các thay đổi thị trường trong bối cảnh kinh tế hiện tại và tương lai gần. Tự động hóa quá trình đánh giá rủi ro giúp giảm chi phí vận hành, tiết kiệm thời gian và hạn chế sai sót do yếu tố con người. Các giải pháp tín dụng cá nhân hóa nâng cao trải nghiệm khách hàng, xây dựng lòng tin và thu hút khách hàng mới. Học máy còn cải thiện khả năng dự báo xu hướng tín dụng, đặc biệt khi các yếu tố như biến đổi khí hậu và công nghệ tài chính (fintech) tác động mạnh đến hành vi vay vốn. Đồng thời, nó tăng cường khả năng tuân thủ quy định pháp lý và các tiêu chuẩn quốc tế về quản lý rủi ro tín dụng, đặc biệt trong bối cảnh Việt Nam hội nhập sâu hơn vào nền kinh tế toàn cầu. Từ những lý do trên, đề tài mang lại lợi ích thiết thực cho các ngân hàng và đóng góp vào việc xây dựng một hệ thống tài chính bền vững.

*1.2.2 Ý nghĩa khoa học và thực tiễn của đề tài*Ý nghĩa khoa học: Đề tài đóng góp vào lĩnh vực phân tích dữ liệu và học máy thông qua việc áp dụng các thuật toán tiên tiến như hồi quy logistic, cây quyết định, rừng ngẫu nhiên và mạng nơ-ron để giải quyết bài toán dự đoán rủi ro tín dụng trong ngân hàng. Nghiên cứu cung cấp cơ sở lý thuyết mới về tích hợp học máy với dữ liệu tài chính, mở ra hướng tiếp cận hiện đại trong quản lý rủi ro tín dụng, đặc biệt trong bối cảnh Việt Nam đẩy mạnh chuyển đổi số. Kết quả nghiên cứu làm phong phú tài liệu học thuật về ứng dụng trí tuệ nhân tạo trong ngành tài chính, phát triển các phương pháp đánh giá hiệu suất mô hình thông qua các chỉ số như AUC-ROC, F1-score và ma trận nhầm lẫn. Việc so sánh hiệu quả giữa các thuật toán học máy cung cấp dữ liệu thực nghiệm giá trị, hỗ trợ các nhà nghiên cứu lựa chọn công cụ phù hợp cho các vấn đề tương tự.

Ý nghĩa thực tiễn: Đề tài hỗ trợ các ngân hàng ra quyết định tín dụng chính xác hơn thông qua dự đoán khả năng vỡ nợ, giảm tỷ lệ nợ xấu và bảo vệ nguồn vốn. Mô hình học máy tự động hóa quy trình đánh giá rủi ro, tiết kiệm thời gian, giảm chi phí vận hành và hạn chế sai sót. Nghiên cứu cung cấp cái nhìn chi tiết về các yếu tố ảnh hưởng đến rủi ro tín dụng, giúp xây dựng chính sách tín dụng linh hoạt theo từng nhóm khách hàng. Các giải pháp tín dụng cá nhân hóa cải thiện trải nghiệm khách hàng, tăng khả năng cạnh tranh của ngân hàng. Kết quả nghiên cứu không chỉ áp dụng cho các ngân hàng thương mại mà còn mở rộng sang các tổ chức tài chính khác, góp phần nâng cao chất lượng quản lý rủi ro trên toàn ngành. Các nhà quản lý và hoạch định chính sách có thể tận dụng nghiên cứu để thiết kế các quy định hỗ trợ ngành ngân hàng, đảm bảo môi trường tài chính lành mạnh và bền vững.

**1.3 Mục tiêu**  
*1.3.1 Mục tiêu tổng quát*   
Phát triển một mô hình học máy tiên tiến và hiệu quả nhằm phân tích sâu sắc rủi ro tín dụng, dự đoán chính xác khả năng vỡ nợ của khách hàng dựa trên dữ liệu tài chính và hành vi vay vốn, từ đó cung cấp công cụ hỗ trợ các ngân hàng đưa ra các quyết định tín dụng tối ưu, giảm thiểu rủi ro tài chính và nâng cao hiệu quả quản lý trong bối cảnh kinh tế hiện tại và tương lai gần.

*1.3.2 Mục tiêu cụ thể*Nghiên cứu này thực hiện quá trình nghiên cứu toàn diện, bắt đầu bằng việc tìm hiểu và đánh giá các phương pháp học máy như hồi quy logistic, cây quyết định và mạng nơ-ron để áp dụng vào phân tích rủi ro tín dụng. Tiếp theo, thu thập và xử lý dữ liệu từ các tập dữ liệu công khai trên Kaggle liên quan đến lịch sử tín dụng, thu nhập, tài sản và các yếu tố khác của khách hàng, đảm bảo dữ liệu được làm sạch và chuẩn hóa. Sau đó, xây dựng và huấn luyện các mô hình học máy để dự đoán khả năng vỡ nợ, với sự hỗ trợ của các công cụ như Python và thư viện Scikit-learn. Cuối cùng, đánh giá hiệu suất của các mô hình thông qua các chỉ số như độ chính xác, độ nhạy và ma trận nhầm lẫn, đồng thời đề xuất các giải pháp cải tiến cụ thể nhằm tối ưu hóa quy trình quản lý rủi ro tín dụng trong bối cảnh thị trường tài chính biến động mạnh mẽ.

**1.4 Đối tượng và phạm vi**  
*1.4.1 Đối tượng*Đối tượng nghiên cứu của đề tài là các khách hàng vay vốn tại các ngân hàng thương mại, bao gồm cả khách hàng cá nhân và doanh nghiệp nhỏ, với trọng tâm là các dữ liệu liên quan đến lịch sử tín dụng, thu nhập hàng tháng, tài sản đảm bảo, nợ hiện tại và các yếu tố kinh tế - xã hội ảnh hưởng đến khả năng trả nợ của họ. Ngoài ra, đề tài cũng xem xét các đặc điểm hành vi tài chính của khách hàng như tần suất giao dịch, lịch sử trả nợ và các khoản vay trước đó, nhằm cung cấp một bức tranh toàn diện về nguy cơ vỡ nợ.

*1.4.2 Phạm vi*Phạm vi nghiên cứu tập trung vào việc ứng dụng các thuật toán học máy hiện đại như hồi quy logistic, cây quyết định, rừng ngẫu nhiên và mạng nơ-ron để phân tích rủi ro tín dụng, với dữ liệu từ các tập dữ liệu công khai trên Kaggle, bao gồm khoảng 10.000-50.000 bản ghi về thông tin tài chính và phi tài chính của khách hàng vay vốn. Các thuật toán được chọn vì hồi quy logistic phù hợp với dữ liệu tuyến tính và dễ giải thích, cây quyết định và rừng ngẫu nhiên hiệu quả với dữ liệu phi tuyến và tương tác phức tạp, trong khi mạng nơ-ron xử lý tốt dữ liệu lớn và các mẫu phức tạp. Đề tài thực hiện các thí nghiệm trên các tập dữ liệu giới hạn để đảm bảo tính khả thi, với trọng tâm là xây dựng và kiểm tra mô hình dự đoán khả năng vỡ nợ trong bối cảnh kinh tế hiện tại và tương lai gần, đồng thời đề xuất các giải pháp quản lý rủi ro tín dụng có thể áp dụng ngay tại các ngân hàng trong ngắn hạn.

**1.5 Phương pháp nghiên cứu**  
*1.5.1 Phương pháp nghiên cứu số*Sử dụng các công cụ lập trình tiên tiến như Python và R để xử lý và phân tích dữ liệu tín dụng, với sự hỗ trợ của các thư viện học máy như Scikit-learn, TensorFlow và Keras, nhằm xây dựng và huấn luyện các mô hình dự đoán rủi ro tín dụng dựa trên dữ liệu khách hàng vay vốn. Áp dụng các kỹ thuật tiền xử lý dữ liệu như làm sạch dữ liệu, chuẩn hóa và mã hóa biến mục tiêu, đảm bảo dữ liệu phù hợp với các thuật toán học máy, đặc biệt trong bối cảnh dữ liệu tài chính phức tạp.

*1.5.2 Phương pháp nghiên cứu tài liệu*Tham khảo các tài liệu học thuật, báo cáo nghiên cứu và sách chuyên ngành về rủi ro tín dụng, học máy và ứng dụng trí tuệ nhân tạo trong tài chính, bao gồm các bài báo từ các tạp chí quốc tế như Journal of Banking & Finance và các nghiên cứu nội địa. Phân tích các nghiên cứu trước đây về đánh giá rủi ro tín dụng để xác định khoảng trống kiến thức và áp dụng vào bối cảnh thực tế của ngành ngân hàng.

*1.5.3 Phương pháp nghiên cứu thống kê*Sử dụng các kỹ thuật thống kê mô tả để phân tích xu hướng rủi ro tín dụng, bao gồm tính toán các chỉ số như tỷ lệ nợ xấu, trung bình và độ lệch chuẩn của dữ liệu tín dụng. Áp dụng các phương pháp thống kê suy luận như kiểm định giả thuyết để đánh giá mối quan hệ giữa các biến độc lập (như thu nhập, lịch sử tín dụng) và biến phụ thuộc (khả năng vỡ nợ).

*1.5.4 Phương pháp nghiên cứu nghiệm thu*Thực hiện kiểm tra thực nghiệm trên các tập dữ liệu từ Kaggle, bao gồm dữ liệu lịch sử vay vốn và thông tin khách hàng, để đánh giá tính khả thi và hiệu quả của mô hình học máy trong việc dự đoán rủi ro tín dụng. So sánh kết quả từ mô hình học máy với các phương pháp truyền thống như điểm tín dụng thủ công để xác nhận ưu thế của cách tiếp cận mới trong quản lý rủi ro.

*1.5.5 Phương pháp đánh giá*Áp dụng ma trận nhầm lẫn để tính toán các chỉ số hiệu suất như Accuracy, Recall và F1-score, từ đó đánh giá khả năng phân loại đúng các trường hợp vỡ nợ và không vỡ nợ. Sử dụng chỉ số ROC để đo lường khả năng phân biệt của mô hình giữa các lớp vỡ nợ và không vỡ nợ, đảm bảo mô hình đạt hiệu suất cao trong các tình huống thực tế.

**1.6 Những đóng góp nghiên cứu của đề tài**  
*1.6.1 Trong lĩnh vực học thuật*  
Đề tài đóng góp vào lý thuyết ứng dụng học máy trong phân tích rủi ro tín dụng, sử dụng các thuật toán như hồi quy logistic, cây quyết định và mạng nơ-ron để dự đoán khả năng vỡ nợ, đồng thời mở rộng kiến thức về tiền xử lý dữ liệu tài chính và đánh giá mô hình qua các chỉ số như AUC-ROC và F1-score, tạo cơ sở cho các nghiên cứu tiếp theo trong lĩnh vực tài chính và khoa học dữ liệu.

*1.6.2 Trong thực tiễn kinh doanh*  
Đề tài cung cấp công cụ dự đoán rủi ro tín dụng, giúp ngân hàng đưa ra quyết định tín dụng chính xác, giảm nợ xấu, tự động hóa quy trình đánh giá để tiết kiệm chi phí và nâng cao hiệu quả hoạt động, đồng thời hỗ trợ xây dựng chính sách tín dụng linh hoạt, tăng khả năng cạnh tranh và góp phần ổn định hệ thống tài chính.

# **Chương 2: CƠ SỞ LÝ THUYẾT**

**2.1 Logistic Regression**  
*2.1.1 Giới thiệu về thuật toán Logistic Regression*  
Logistic Regression là một thuật toán học máy giám sát được sử dụng rộng rãi để giải quyết các bài toán phân loại nhị phân, đặc biệt phù hợp với các vấn đề như dự đoán khả năng vỡ nợ trong rủi ro tín dụng. Thuật toán này dự đoán xác suất một sự kiện thuộc vào một lớp cụ thể, chẳng hạn như khách hàng có vỡ nợ hay không, bằng cách sử dụng hàm sigmoid để ánh xạ giá trị đầu ra vào khoảng [0, 1]. Logistic Regression nổi bật nhờ tính đơn giản, dễ triển khai và khả năng giải thích cao, làm cho nó trở thành lựa chọn phổ biến trong ngành tài chính và ngân hàng. Với hiệu quả trong việc xử lý dữ liệu tuyến tính, thuật toán này là công cụ quan trọng để phân tích rủi ro tín dụng, hỗ trợ ngân hàng đưa ra quyết định tín dụng chính xác.[1]

*2.1.2 Nền tảng toán học*  
Logistic Regression dự đoán xác suất một điểm dữ liệu thuộc vào lớp dương (ví dụ: vỡ nợ) thông qua hàm sigmoid. Cho tập dữ liệu với n điểm {xi, yi}, trong đó xi là vector đặc trưng và yi là nhãn lớp (0 hoặc 1), mô hình được định nghĩa như sau:
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Công thức 2.1

Trong đó:

* P(y=1|x): Xác suất điểm dữ liệu x thuộc lớp 1.
* σ(z): Hàm sigmoid, σ(z) = 1 / (1 + e^-z).
* w: Vector trọng số của các đặc trưng.
* b: Hệ số chặn (bias).
* w^T x: Tích vô hướng giữa vector trọng số và vector đặc trưng.

Để huấn luyện mô hình, Logistic Regression tối ưu hóa hàm mất mát (log-loss hoặc cross-entropy):
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Công thức 2.2

Trong đó:

* L(w, b): Hàm mất mát trung bình trên tập dữ liệu.
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Quá trình tối ưu hóa sử dụng phương pháp gradient descent để cập nhật w và b sao cho hàm mất mát đạt giá trị nhỏ nhất:

![](data:image/png;base64,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)

Công thức 2.3 (Cập nhật gradient descent)

Trong đó:

* α: Tỷ lệ học (learning rate).
* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADsAAAAnBAMAAABDHy1gAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEERmMlSrdonvmbvNIt0dJ/oSAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAB5ElEQVQ4Ed2UPWsUURSGn/nYyW7i7A52Nu5ASCOCQYONhdOIWO3YaCVuSCGoYMTCNOJaCIIi8QO0CS6IGLttLMRGrOzMLzBNekdJEJJCzz1ndnaCrZWHZe49z7v3nnt33rOAN5uxPw4u1PK55AI0v69XyD/f6MPj3YGSbaZk8lHn+uhkrMDMyEhOuAq/JnIDzkFneUzCgnB7nOjYg15m5OyJuYKpYiKHt45fhrsGgj5HVonKSo6dxH8H10x2ZUa0qkp6kj14YfIX6OZsppbJ88AAb4f4pwJPBql0WpJUAd2URkEgh/Hl8wOuwnVobJh8LCEaEn2CSxDLpZ7AS5g2lU25dkJrAEMh7zmcaaWlUp7JvS3cYaJ5IdO378Gj3QcfpIrF25WE5tf1h6+SMfkPx9+1sOvVgPzu/y7ixb/3qpk+fGZyDZnpy1XiYQmH4hv2+s30+2RF4mUXZnqbk0/QqRKJ46uZyZL2uGLQTF99wU0UPTWkpj8z5I23ZsD6IN656LZy7bfn5Vs853MpKwrWEIea6f24EMfeKWXtg2iA295M3+wHI+ZLWVErxTWtmb6dRsuVrKjrWkX8rKbvJO00zsrVir4hC+Q/Qk3f2jiUB6VqqM1RzZ3p8V8vLN0cyzjk33eL/wDLQYT4RDLUMQAAAABJRU5ErkJggg==): Đạo hàm riêng của hàm mất mát theo w và b.

*2.1.3 Diễn giải thuật toán*  
Logistic Regression hoạt động dựa trên nguyên tắc tối ưu hóa xác suất dự đoán đúng lớp của các điểm dữ liệu. Các bước chính bao gồm:

* Khởi tạo: Gán giá trị ban đầu ngẫu nhiên cho vector trọng số w và hệ số chặn b.
* Dự đoán: Với mỗi điểm dữ liệu, tính xác suất thuộc lớp dương bằng hàm sigmoid.
* Tính toán mất mát: Sử dụng hàm log-loss để đo lường sai số giữa dự đoán và nhãn thực tế.
* Cập nhật tham số: Áp dụng gradient descent để điều chỉnh w và b, giảm giá trị hàm mất mát.
* Lặp lại: Tiếp tục các bước dự đoán và cập nhật cho đến khi hàm mất mát hội tụ hoặc đạt số lần lặp tối đa.

Thuật toán đảm bảo mô hình học được mối quan hệ tuyến tính giữa các đặc trưng và xác suất xảy ra sự kiện, phù hợp với bài toán phân loại nhị phân như dự đoán vỡ nợ.

*2.1.4 Phân tích độ phức tạp*  
Độ phức tạp của Logistic Regression phụ thuộc vào số lượng điểm dữ liệu n, số chiều đặc trưng d và số lần lặp I của gradient descent. Trong mỗi lần lặp, việc tính toán xác suất và gradient có độ phức tạp O(n·d). Do đó, độ phức tạp thời gian tổng thể của thuật toán là O(I·n·d). Với các tập dữ liệu lớn, thuật toán vẫn hiệu quả nhờ tính đơn giản, nhưng có thể yêu cầu tối ưu hóa thêm (như sử dụng stochastic gradient descent) để giảm thời gian tính toán.

### *2.1.5 Ưu điểm và hạn chế*

* Ưu điểm: Logistic Regression dễ triển khai, có tốc độ huấn luyện nhanh và cho phép giải thích mối quan hệ giữa đặc trưng và kết quả dự đoán. Thuật toán hoạt động tốt với dữ liệu có mối quan hệ tuyến tính và phù hợp với bài toán phân loại nhị phân như rủi ro tín dụng.
* Hạn chế: Thuật toán giả định dữ liệu có mối quan hệ tuyến tính, do đó không hiệu quả với các bài toán có ranh giới quyết định phi tuyến phức tạp. Nó cũng nhạy cảm với dữ liệu mất cân bằng (ví dụ: số lượng khách hàng vỡ nợ quá ít so với không vỡ nợ) và có thể bị ảnh hưởng bởi các giá trị ngoại lai.

### *2.1.6 Ứng dụng*

* Trong ngành tài chính, Logistic Regression được sử dụng để dự đoán khả năng vỡ nợ của khách hàng dựa trên lịch sử tín dụng, thu nhập và các yếu tố kinh tế - xã hội, hỗ trợ ngân hàng phê duyệt khoản vay.
* Thuật toán được áp dụng trong phân tích rủi ro tín dụng để xác định các khách hàng có nguy cơ cao, giúp giảm tỷ lệ nợ xấu.
* Trong marketing, Logistic Regression phân loại khách hàng theo khả năng mua sản phẩm hoặc dịch vụ dựa trên hành vi và đặc điểm nhân khẩu học.
* Trong y tế, thuật toán dự đoán khả năng mắc bệnh dựa trên các chỉ số sức khỏe, tương tự như dự đoán vỡ nợ trong tài chính.

**2.2 Decision Tree**  
*2.2.1 Giới thiệu về thuật toán Decision Tree*  
Decision Tree (Cây quyết định) là một thuật toán học máy giám sát được sử dụng phổ biến cho cả bài toán phân loại và hồi quy, đặc biệt hiệu quả trong các bài toán phân loại nhị phân như dự đoán khả năng vỡ nợ trong rủi ro tín dụng[14]. Thuật toán xây dựng một mô hình dạng cây, trong đó mỗi nút biểu diễn một quyết định dựa trên một đặc trưng, mỗi nhánh biểu thị kết quả của quyết định, và mỗi lá biểu thị một lớp hoặc giá trị dự đoán. Decision Tree nổi bật nhờ khả năng trực quan, dễ giải thích và xử lý tốt các mối quan hệ phi tuyến giữa các đặc trưng. Trong ngành tài chính, thuật toán này được ứng dụng rộng rãi để phân loại khách hàng dựa trên các yếu tố như lịch sử tín dụng, thu nhập, và nợ hiện tại, hỗ trợ ngân hàng đưa ra quyết định tín dụng chính xác và giảm thiểu rủi ro.[2]

*2.2.2 Nền tảng toán học*  
Decision Tree xây dựng cây bằng cách chia tập dữ liệu thành các tập con dựa trên các đặc trưng, tối ưu hóa một tiêu chí như entropy hoặc Gini index để đảm bảo các tập con đồng nhất nhất có thể. Các khái niệm toán học chính bao gồm entropy và information gain, được định nghĩa như sau:

Entropy đo lường mức độ không chắc chắn của một tập dữ liệu D với các lớp {c\_1, c\_2, ..., c\_m}:
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Công thức 2.4 (Entropy)[3]

Trong đó:

* H(D): Entropy của tập dữ liệu D.
* pj: Tỷ lệ các điểm dữ liệu thuộc lớp cj trong ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEoAAAAdBAMAAAD/decNAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHarRM1UZrsi790ymYmFLq+pAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABjUlEQVQ4Eb2TMUjDUBRFb35bm7YxDSouDgYtujgUHLqJi4suroJgEMGpkiroJNTFuSAiCEKdnN0dujgJ2iLo6uDo0E6Oel8SSWoTu3mH/PfuO///G9oACdIC30qY+7YKpvZ/UvM13jbsxpTzHlJaPK3wQEZZNrz3SLGJkcKx59rQ2ixKMQgthSomjKrk2mW7nkSZh46hC5UBRtwkSvxHoUwHeuMvqiRUuow8j5u58JNGef8XqguFJgrA5LQ76kIX5nmRWpLKU8Xxli7OgeVVmGXfDp9fP+oC17jnYBapdjgfrG4xRfMUeSf70T/Vgtbi2pT06GENtT2xw1xMP36z3wnSZywYPWzCehEqFCnVZh4byNWhHKjX7QawERJSkdIdFBqksi5yZeiu2E15hCKVt1Bo2aSZ7QRFngSjHhJSkboEivzn4IztFZ48l21UpA6AFcnVoZ/e2Xrj1owcGBGpCvhWNrItsb2xPhchpCR1B9Mllfs1ibYKY59HC8O/Dn+PHd06UPNGT3awxi991DcGZkOahWZ9TgAAAABJRU5ErkJggg==)
* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB0AAAASBAMAAABV68jpAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAMrsimatEVHZmiRDdze8OdZwyAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAqklEQVQYGWMQ+syACsjmc0PM+czA3tnGwLCiq30BWOAzQxcDywSuBawNUHnu3wzMH3gKOC5A+ewfGBi+sTZwBSDz2Q7bbmCoXAIU+sz8m4HxNwd7AgNzA+sCIJ9hFQNLA5cAAwPjBU4FBpGvCZydyxmY//9TY2DgAspDwCaDzXUGDHs2wPidDAwsBQyBMC6DEAMDrwGHgAFMgHHlzMUMaQwNMD6IZv7/fwEAp4gyXSG4lkwAAAAASUVORK5CYII=): Logarit cơ số 2.
* m: Số lớp (trong rủi ro tín dụng, m=2: vỡ nợ và không vỡ nợ).

Information gain đo lường mức độ giảm entropy khi tập dữ liệu D được chia thành các tập con {D\_1, D\_2, ..., D\_k} dựa trên một đặc trưng A:
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Công thức 2.5 (Information gain)[4]

Trong đó:

* IG(D, A): Information gain khi chia D theo đặc trưng A.
* Dv: Tập con của D tương ứng với giá trị v của đặc trưng A.
* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABkAAAAcBAMAAABmCgnjAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHar72aZMs27VN0iRIlkWPkdAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAwklEQVQYGXWQLw7CMByFv/KfbcACF6gaEgR4EPhlZDgSuMEkEscdUNxiBoEgSBIcF8CDQEO7jW6GJ9p87/X90haBkQsl6M2CtbZkQqUVm5yaB+yTySoudmToDB01IevN4a4gozHsxKLmymRmTNt3LlZK3XfYh6WVndQdrrciKUMmPR1pSfgU9EzM4qKvoSTSTSJGoeeqp2lJ8Khvc9rDMacpxIacCbwMVYe08l7ZpxGZTP3DQ3+elhSDMIgMpeYv+0dfFHAmDLGR0WsAAAAASUVORK5CYII=): Tỷ lệ số điểm dữ liệu trong Dv so với D.
* H(Dv): Entropy của tập con Dv.
* k: Số giá trị có thể của đặc trưng A.

Tại mỗi nút, thuật toán chọn đặc trưng A có information gain cao nhất để phân chia. Quá trình này được lặp lại đệ quy cho đến khi đạt tiêu chí dừng (ví dụ: tất cả điểm trong tập con thuộc cùng một lớp, hoặc độ sâu cây đạt giới hạn). Để tránh overfitting, cây có thể được cắt tỉa (pruning) bằng cách sử dụng tiêu chí như cost-complexity:
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Công thức 2.6 (Cost-complexity)

Trong đó:

* Cα(T): Hàm chi phí tổng quát của cây T với tham số phạt α.
* C(T): Tổng lỗi phân loại của cây T (tỷ lệ dự đoán sai).
* |T|: Số nút lá của cây T.
* α: Tham số điều chỉnh mức độ cắt tỉa (α càng lớn, cây càng đơn giản).

*2.2.3 Diễn giải thuật toán*  
Decision Tree hoạt động bằng cách chia không gian đặc trưng thành các vùng dựa trên các điều kiện quyết định, được biểu diễn dưới dạng cây. Các bước chính bao gồm:

* Khởi tạo: Bắt đầu với toàn bộ tập dữ liệu D tại nút gốc.
* Chọn đặc trưng: Tính information gain (hoặc tiêu chí khác như Gini index) cho mỗi đặc trưng, chọn đặc trưng có giá trị cao nhất để phân chia tập dữ liệu thành các tập con.
* Phân nhánh: Tạo các nhánh con tương ứng với các giá trị của đặc trưng đã chọn, gán các tập con vào các nhánh.
* Lặp lại: Áp dụng quá trình trên cho mỗi nhánh con, đệ quy cho đến khi đạt tiêu chí dừng (ví dụ: tất cả điểm thuộc cùng lớp, hoặc độ sâu tối đa).
* Cắt tỉa: Loại bỏ các nhánh không cần thiết dựa trên tiêu chí như cost-complexity để giảm overfitting.  
  Kết quả là một cây quyết định, trong đó mỗi đường dẫn từ gốc đến lá biểu thị một quy tắc phân loại (ví dụ: “Nếu thu nhập < 50 triệu và nợ > 100 triệu, thì vỡ nợ”).

*2.2.4 Phân tích độ phức tạp*  
Độ phức tạp của Decision Tree phụ thuộc vào số lượng điểm dữ liệu n, số đặc trưng d, và độ sâu của cây h. Trong quá trình xây dựng cây, việc tính information gain cho mỗi đặc trưng tại mỗi nút yêu cầu duyệt qua tất cả điểm dữ liệu, dẫn đến độ phức tạp O(n·d·h) trong trường hợp xấu nhất (cây không cân bằng). Với cây cân bằng, độ phức tạp có thể giảm xuống O(n·d·log(n)). Quá trình cắt tỉa có độ phức tạp phụ thuộc vào số nút, thường là O(n). Trong giai đoạn dự đoán, việc đi từ gốc đến lá có độ phức tạp O(h), thường nhỏ so với n. Decision Tree hiệu quả với tập dữ liệu vừa và nhỏ, nhưng có thể tốn tài nguyên với dữ liệu lớn nếu không tối ưu.

### *2.2.5 Ưu điểm và hạn chế*

* Ưu điểm: Decision Tree dễ hiểu và trực quan, cho phép giải thích các quyết định phân loại thông qua các quy tắc đơn giản. Thuật toán xử lý tốt các mối quan hệ phi tuyến và không yêu cầu chuẩn hóa dữ liệu. Nó phù hợp với bài toán rủi ro tín dụng nhờ khả năng xác định các yếu tố quan trọng (như lịch sử tín dụng, thu nhập).
* Hạn chế: Decision Tree dễ bị overfitting, đặc biệt khi cây quá sâu và không được cắt tỉa. Thuật toán nhạy cảm với nhiễu trong dữ liệu và có thể tạo ra các cây khác nhau với các mẫu dữ liệu khác nhau. Nó không hiệu quả với các tập dữ liệu mất cân bằng (ví dụ: số khách hàng vỡ nợ quá ít), trừ khi kết hợp với kỹ thuật như cân bằng mẫu.

### *2.2.6 Ứng dụng*

* Trong ngành tài chính, Decision Tree được sử dụng để dự đoán khả năng vỡ nợ của khách hàng dựa trên các đặc trưng như lịch sử tín dụng, tỷ lệ nợ trên thu nhập, và tài sản đảm bảo, hỗ trợ ngân hàng phê duyệt khoản vay.
* Thuật toán giúp xây dựng hệ thống chấm điểm tín dụng (credit scoring), xác định các nhóm khách hàng rủi ro cao để giảm tỷ lệ nợ xấu.
* Trong marketing, Decision Tree phân loại khách hàng theo hành vi mua sắm hoặc khả năng phản hồi chiến dịch quảng cáo.
* Trong y tế, thuật toán dự đoán nguy cơ mắc bệnh dựa trên các chỉ số sức khỏe, tương tự như dự đoán rủi ro tín dụng trong tài chính.{Citation}

**2.3 Random Forest***2.3.1 Giới thiệu về thuật toán Random Forest*  
Random Forest là một thuật toán học máy giám sát thuộc nhóm ensemble, kết hợp nhiều cây quyết định (Decision Tree) để cải thiện độ chính xác và độ ổn định của mô hình[15] . Thuật toán sử dụng kỹ thuật bagging (Bootstrap Aggregating) và lựa chọn đặc trưng ngẫu nhiên để xây dựng các cây quyết định độc lập, sau đó tổng hợp kết quả bằng cách bỏ phiếu (cho phân loại) hoặc lấy trung bình (cho hồi quy). Random Forest đặc biệt hiệu quả trong các bài toán phân loại nhị phân như dự đoán khả năng vỡ nợ trong rủi ro tín dụng, nhờ khả năng xử lý dữ liệu phức tạp và giảm thiểu overfitting[10] . Trong ngành tài chính, Random Forest được ưa chuộng vì độ chính xác cao, khả năng xử lý các đặc trưng đa dạng (như lịch sử tín dụng, thu nhập, nợ), và tính ổn định khi phân tích dữ liệu tài chính lớn.

*2.3.2 Nền tảng toán học*  
Random Forest dựa trên cơ chế ensemble của Decision Tree, sử dụng bagging và lựa chọn đặc trưng ngẫu nhiên để xây dựng các cây. Các khái niệm toán học chính bao gồm entropy và information gain (đã trình bày trong phần 2.2.2, công thức 2.4, 2.5) để phân chia nút, cùng với cơ chế tổng hợp kết quả. Dưới đây là các công thức chính:

Cho tập dữ liệu D với n điểm dữ liệu, Random Forest tạo T cây quyết định từ T tập con D\_t (t=1,...,T) được lấy mẫu ngẫu nhiên từ D bằng bagging (lấy mẫu có thay thế). Entropy và information gain để phân chia nút trong mỗi cây được định nghĩa như trong công thức (2.4) và (2.5):
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Công thức 2.7 (Entropy)[5]

Trong đó:

* H(Dt): Entropy của tập con Dt được lấy mẫu cho cây t.
* pj: Tỷ lệ các điểm dữ liệu thuộc lớp cj trong Dt![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAE4AAAAdBAMAAAD2nkd3AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHarRM1UZrsi790ymYmFLq+pAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABnUlEQVQ4Eb2RPUjDUBSFT15am/7YBisuDgYtujgUHLqJi4surkLBIIJTJVXQSaiLc0FEEIQ4Obs7dHEStCJUHAQHR4d2ctTzXqJJf6JOHmh77znfu7mvAaKk+YEZBfi+8H+t/+dmqnzm78/V7dcQp0UcELghJUzG6ko6u0ES2Fe2BWhNVoVBED2BCkYzFbXfJvuVSC67a2cMxcWBISeSk8Gt4rI2jPqPXEFxsSJSHDl54q3cdcJ7bzXFwUUaGJtwhh0YknqYo+YDvmR7dRvHwMISssUg86qPQG3gHNe0p6A3e7nu/hLjNA6RshNv3Yn23ZqsXHkPdLCM6pYMgv14jfzF9j09ix8XcROZDsowW2xDIieaaisLSNYgbIjH9TqwGoJYkjNspBmQSzhIFmE4EnHlVyByKRPphuIM7niAHA8hUwsYWZE7BXKmLucd0TjDnfLZhkVuB1hEXnLyOrGNtRcej8uhIZErAeXkc8NCoiEDBRjTIUaW5K6QdfDEecmeLNwKjLzvzQK1uhW2+2rOU2r9kVP/S9+UwPia53OfMsZKo6f8TI4AAAAASUVORK5CYII=)
* log2: Logarit cơ số 2.
* m: Số lớp (m=2: vỡ nợ và không vỡ nợ).

Information gain được tính tương tự công thức (2.5) cho mỗi đặc trưng trong tập đặc trưng ngẫu nhiên tại mỗi nút. Để tổng hợp kết quả từ T cây, Random Forest sử dụng phương pháp bỏ phiếu đa số (majority voting) cho bài toán phân loại:
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Công thức 2.8 (Majority voting)

Trong đó:

* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC4AAAATBAMAAAAdcyJ3AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHarRM1UZrsi790ymYmFLq+pAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABJUlEQVQYGS2Qv0rDUBTGf6lN0/ypBgcXETKIOOYRAoKzvkE2p0JxEVGLdRG3ghVcivoGEXyALLq2Tj6AkDndHfxO0g/O+f7cc8+FC05Ci+2WZDumNlTORC01B3uyS/G+ajDXUCYh9EZwJj5RJc4I10KDAmk7bmAzDSrYzOlP1/ZhzRxBNyWAaEhvyavscHYTWyITwk5Q9hMK+Iruw4wt5TVPkC0ISl/PJdHKgyCGNz51+suCSDmdVC1U/s6u1AeHOIWEm6u1+9WdFXf2FNlLrC9oc1e3av8PTvGKq/gSnsG/paOr43ENB/jVrCrhArwRforeW8KjuIH+sK8lE9wsmLbachu0mbl++se87hgGmv0Wd3PvPLfg2Bpca31pQjsa+C3JSv0D8Zk332ewR4wAAAAASUVORK5CYII=): Nhãn dự đoán cuối cùng cho điểm dữ liệu x.
* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADQAAAATBAMAAAAt/zNWAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHarRM1UZrsi790ymYmFLq+pAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABNUlEQVQoFT2QsUoDYRCEv5y55C6XmEOwEiGFWOcRAoKFVbSxvc5GISAiooJWwS5gBBvxfIP4BtcYbIT4EldYmdLO2Vtx4N+dnZ37d/+DWo9/rDmTEhhbgfelS/Q9b0JtIboF9dylYOC5MYIj0SGs/rlD71SauDlCHYM5K5SyZ0QT6OoY7jzBjob0aancm59WYi7lZHqdVmJOIvGriEakMIN5e5wM6Er85kHxgCTTbfEQeu1lE1ryvfCm1g/dlJy2WgR9hUStVzaqZ53xcUhtJjXMFGyB3KKeNW4EPasYPKf6R94KU3vWchoVsE9zdplewCPENwSZ3VxmZtwmLqelPOfQHBHbWGFdi907hVuItImSoXPspXGzm+3JCke88NzRF5+i9cxri7tOrzSqMDrx2mLsVIrYLwmQOPkZsKq6AAAAAElFTkSuQmCC): Nhãn dự đoán của cây t cho điểm x (0 hoặc 1).
* mode: Hàm chọn giá trị xuất hiện nhiều nhất (lớp đa số).
* T: Số cây trong rừng.

Để đánh giá độ quan trọng của đặc trưng A, Random Forest tính mức giảm trung bình của impurity (ví dụ: Gini index hoặc entropy) khi sử dụng A để phân chia:
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Công thức 2.9 (Feature importance)

Trong đó:

* FI(A): Độ quan trọng của đặc trưng A (feature importance).
* Dnode: Tập dữ liệu tại nút sử dụng A để phân chia trong cây t.
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* T: Số cây trong rừng.

*2.3.3 Diễn giải thuật toán*  
Random Forest hoạt động bằng cách xây dựng nhiều cây quyết định từ các tập dữ liệu và đặc trưng ngẫu nhiên, sau đó tổng hợp kết quả để đưa ra dự đoán cuối cùng. Các bước chính bao gồm:

* Lấy mẫu: Tạo T tập con Dt từ tập dữ liệu D bằng bagging (lấy mẫu ngẫu nhiên có thay thế, mỗi Dt có kích thước tương đương D).
* Xây dựng cây: Với mỗi Dt, xây dựng một cây quyết định bằng cách:
  + Tại mỗi nút, chọn ngẫu nhiên một tập con đặc trưng (thường là sqrt(d) hoặc log2(d), với d là số đặc trưng).
  + Tính information gain (hoặc Gini index) để chọn đặc trưng tốt nhất từ tập con đặc trưng, phân chia tập dữ liệu thành các nhánh con.
  + Lặp lại cho đến khi đạt tiêu chí dừng (ví dụ: tất cả điểm thuộc cùng lớp, hoặc độ sâu tối đa).
* Tổng hợp: Đối với bài toán phân loại, thu thập dự đoán từ T cây và chọn lớp đa số bằng bỏ phiếu (majority voting).
* Đánh giá đặc trưng: Tính độ quan trọng của mỗi đặc trưng dựa trên mức giảm impurity trung bình.  
  Kết quả là một mô hình mạnh mẽ, ít bị overfitting hơn Decision Tree, phù hợp với các bài toán phức tạp như phân tích rủi ro tín dụng.

*2.3.4 Phân tích độ phức tạp*  
Độ phức tạp của Random Forest phụ thuộc vào số cây T, số điểm dữ liệu n, số đặc trưng d, và độ sâu trung bình h của mỗi cây. Xây dựng một cây quyết định có độ phức tạp O(n·d·h) trong trường hợp xấu nhất (như phần 2.2.4). Với T cây, độ phức tạp xây dựng Random Forest là O(T·n·d·h). Tuy nhiên, do chọn ngẫu nhiên một tập con đặc trưng (thường nhỏ hơn d), độ phức tạp thực tế có thể giảm. Trong giai đoạn dự đoán, việc đi qua T cây có độ phức tạp O(T·h). Random Forest tốn tài nguyên tính toán hơn Decision Tree, nhưng có thể song song hóa để tăng tốc độ, phù hợp với các tập dữ liệu lớn trong tài chính.

### *2.3.5 Ưu điểm và hạn chế*

* Ưu điểm: Random Forest có độ chính xác cao, ít bị overfitting nhờ ensemble và bagging. Thuật toán xử lý tốt các mối quan hệ phi tuyến, dữ liệu mất cân bằng, và các đặc trưng đa dạng. Nó cung cấp độ quan trọng của đặc trưng, hữu ích trong việc xác định các yếu tố chính ảnh hưởng đến rủi ro tín dụng (như lịch sử tín dụng, tỷ lệ nợ).
* Hạn chế: Random Forest phức tạp hơn Decision Tree, đòi hỏi tài nguyên tính toán lớn khi T hoặc n lớn. Mô hình khó giải thích hơn so với một cây quyết định đơn lẻ, có thể gây khó khăn trong việc trình bày các quy tắc cụ thể cho ngân hàng. Thuật toán cũng có thể chậm hơn khi dự đoán trên dữ liệu mới nếu số cây lớn.

### *2.3.6 Ứng dụng*

* Trong ngành tài chính, Random Forest được sử dụng để dự đoán khả năng vỡ nợ của khách hàng dựa trên các đặc trưng như lịch sử tín dụng, thu nhập, nợ hiện tại, và các yếu tố kinh tế - xã hội, hỗ trợ ngân hàng tối ưu hóa phê duyệt khoản vay.
* Thuật toán giúp xây dựng hệ thống chấm điểm tín dụng, xác định các khách hàng rủi ro cao để giảm tỷ lệ nợ xấu.
* Trong marketing, Random Forest phân loại khách hàng theo khả năng mua sản phẩm hoặc tham gia chương trình khuyến mãi.
* Trong y tế, thuật toán dự đoán nguy cơ mắc bệnh dựa trên các chỉ số sức khỏe, tương tự như dự đoán rủi ro tín dụng trong tài chính.[6]

**2.4 Support Vector Machine (SVM)**  
*2.4.1 Giới thiệu về thuật toán Support Vector Machine*  
Support Vector Machine (SVM) là một thuật toán học máy giám sát mạnh mẽ, được sử dụng chủ yếu cho các bài toán phân loại nhị phân và có thể mở rộng cho phân loại đa lớp hoặc hồi quy . SVM tìm một siêu phẳng tối ưu để phân tách các lớp dữ liệu với khoảng cách margin lớn nhất, đảm bảo khả năng tổng quát hóa tốt. Thuật toán đặc biệt hiệu quả trong các bài toán như dự đoán khả năng vỡ nợ trong rủi ro tín dụng, nhờ khả năng xử lý dữ liệu phi tuyến thông qua kỹ thuật kernel trick . Trong ngành tài chính, SVM được ứng dụng để phân loại khách hàng dựa trên các đặc trưng như lịch sử tín dụng, thu nhập, và tỷ lệ nợ, giúp ngân hàng đưa ra quyết định tín dụng chính xác và giảm thiểu rủi ro nợ xấu.[7]

*2.4.2 Nền tảng toán học*  
SVM tìm siêu phẳng tối ưu w^T x + b = 0 để phân tách hai lớp dữ liệu (ví dụ: vỡ nợ và không vỡ nợ) với margin lớn nhất. Cho tập dữ liệu D = {(x\_i, y\_i) | i=1,...,n}, trong đó x\_i là vector đặc trưng (k chiều) và y\_i là nhãn lớp (y\_i ∈ {-1, 1}), bài toán tối ưu hóa của SVM (hard-margin) được định nghĩa như sau:
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Công thức 2.10 [8]

Trong đó:

* w: Vector trọng số xác định hướng của siêu phẳng.
* b: Hệ số chặn (bias) xác định vị trí siêu phẳng.
* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACMAAAAWBAMAAAC4QDh0AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAiRCZqyIyVO/dzUR2Zrtmf74AAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAnUlEQVQYGWNgQAW1wqh8BgbWAywCaGJsC3gfMAgxGMCEwUxGAQYjBgeYEJipqYAh5MaALsSTEIAutJvhAJoQ6///EOPTDRjMmVrhskBrmAqmMbQxrEYW4mb9wPqB4SiyEAOjA9DNF1CEODewHEAT4lfg3MCagKKKI0CjgBfhapDHuG2v+R5CFYL6GxYCMBooDGPCaPxCAQwBsCCEMgFrdyfZ/7EwvwAAAABJRU5ErkJggg==): Bình phương độ dài vector w, tỷ lệ nghịch với margin (khoảng cách từ siêu phẳng đến các điểm gần nhất).
* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIEAAAAWBAMAAAAV7eKYAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAMlSZEO+7dkSJq90iZs0qwsm8AAAACXBIWXMAAA7EAAAOxAGVKw4bAAACLklEQVQ4EZVRTWsTURQ9iZNkmrxJQv9ABrpwJQQRd4GHKNKVCi5cVCgK6sJCEHGjyMMfUEoWLgQhOyEgTaELl7MRi4JGhGpbF10Imo1MpT/A+5GZfIs9i3vPPefOyXsvwBT6u2uPp8STCL7L9xZO8sHUboBclJ1S/0e4nC69TdkkKUwKY3M7nXZTNkrMZgSvPqpM8IJLhVcpGyM1ms6w4lmugvVqwoDykG4NqTCrMx9NtkwnUgXvaiMJki6GFw/8pH1TwkdbCJmb844boTKScF8lqvs3bcqFDBJu0OC3RfGeh9IlIbOEbJ3Gq8BiHWe9FbX8pZ0vVik0wfw5HcqaqE970vgMF3LVfDPbQxdeuIVr+KWfLWbWSo5khiYEK7gOxGoDByEzTnA15KiZQ/gmNjGe6EozcxwoSxKKG6B7UIjAv225yzu8AP9NmUN6pnawCv1ZoNAmlXCq0/nd6WwAOYcjYFvVbN8KkYQ3eIR9eF2g5IrNNKEc0pvqut7iCrJx8g7BT3XkDN4x7gYlyy9ZsSVnquq5T7bAMkMTPoDyeQ1YvsWVIWeIzRE+Aj/onNGlcHD5oHtgv7PM0IQS1um5Vmn277EqqDhqe3sxXgIPyGl8fv1QHdPaaVVZZmiC36IjBD2VBnV5s18lWqhju4f3Y5YOJDM0QWjeShsrZZeL0IgwyyOZcVGqlFm/U0RDPFMf7s1n59jy7zDCZCv4OqDPEuUfPeBbz4WZ6wyNWTt/ASvhdXnXjMoGAAAAAElFTkSuQmCC): Ràng buộc đảm bảo các điểm dữ liệu nằm đúng phía của siêu phẳng với margin ít nhất là 1.

Để xử lý dữ liệu không phân tách tuyến tính, SVM sử dụng soft-margin bằng cách thêm biến chùng (slack variables) ξ\_i và tham số phạt C:
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Công thức 2.11[8]

Trong đó:

* ξi: Biến chùng, cho phép một số điểm nằm sai phía hoặc gần siêu phẳng.
* C: Tham số điều chỉnh giữa tối ưu hóa margin và giảm lỗi phân loại (C lớn ưu tiên phân loại đúng, C nhỏ ưu tiên margin lớn).

Bài toán tối ưu hóa được giải bằng cách sử dụng hàm Lagrange và chuyển sang dạng đối ngẫu:
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Công thức 2.12 [8]

Trong đó:

* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABwAAAATBAMAAABxdXByAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHarRM1UZrsi790ymYmFLq+pAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAuElEQVQYGUXMPQ4BQRjG8b+PtTsmkWnRiEi04hCidITtNIpJXIBSN4koxTqCG2yjRiUaUdE6gnfYtZNM3uc3Hw+UOmSr7GclF6WzxN6fTCVOCgZQswUbMZErWB1QF9X6t99ZgpZwp4X1v95sIJygZ6m/33OEuiXoenGgDTtDtGIuTHzVCaJHqI1nYNCO8cNIiVpQjlHPUXNoXtJpUYNvidRYInm/zHh1rCVuM8q4yK7GucPUJ5dTwQfjax9SapaULgAAAABJRU5ErkJggg==): Các hệ số Lagrange (α\_i > 0 cho các vector hỗ trợ - support vectors).
* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFMAAAATBAMAAAAexCxfAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHarRM1UZrsi790ymYmFLq+pAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABnElEQVQoFW2RO28TURCFP68f68diVjQUCMkFchsXKVJaSkTtlHQrmlQQWymiCJCcKkoVS3YkmsgONUgOv2CbUNDgNElLZQoi4fSxyJn17hoJH+ne+e6Z2blzbcjUSPUkpX/B0aFmRlbr9zxg9ys0zPhPmQk8N/eFVrELr8FpslI7UGgr09J6XKMQQl64SuarLCr/EdLRUV+vVDWAqe7uKbvGU6s5tm2Fcg3YhLKlNrzPFkaQezP44BtLSx5FdRUzP219sTCGb95RpRkNFTNFJWZ6DpyKSvPeHwst/X7enSuMtORzdfW5lOvOGLbBUylOY1Fne8oXUPF5JivboqiyzFicD2BP0WTs3gpG0az2rPJPCvcLpzn0HVcdTMZ03i4SqsvLHjbB3rWNO37nH9j8fT9m/1qP6MJHzRNQPVmn+ncCdUrTwTTkF3xvx8wrDdGGfX3RULtY/TheKBUk5kh/kw+HOtuKZZbpprcs9bqaJu54FmWjrTRJuZCQU4MreGRdckHiwssUk1In38MN4X2U0W2JSgmksVjX5Tqp6AHSXVPCMdzhKQAAAABJRU5ErkJggg==): Hàm kernel (ví dụ: ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJEAAAAWBAMAAAAyQ2NwAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHarRM1UZrsi790ymYmFLq+pAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACcElEQVQ4EZ2UT2gTQRTGv90m2d1kswZBBUVYVLz0YPxz8CQBpd40vSheZBFEBKUrBVupSvRSPHXBFkTQFEF6UUzEo5BclN4a8VC85ZQeCqYVWkUN8c1kZnZSc8o7zPvN97558ydLgCHj6vTs6JBL+5clCnbo9UtDziyko9SOtYYfC7tj1EgzaOpzjcEtI6SsdwJMvAfyelXxQUU6TOsTbjlCil0CrgFmAYMiFQ5ST+gitxRJ2eUjVQeShIOCWf6Lj30KWXi3lTruUOFGXzGetGJUZGwoZEAWO6J8DPvY9AkbBsTZAdrkUk5XyZJm89PuG5YWgcTt+QfSMvbt/Bcm9zyc2DDa9S++5h6z9iPxe5wXqE2Gwatzb1mqAJ/d2UyB3xhusBx+AEr0jKz49STFGUZz4R6xmf3TYI1K3LJA5HSiNktFwHc3LUIWJlZyIae0WMgntPn2FUGoXY96SJZPRNYGyrTGLRKbeekCDgvM5GKNyHgXiF8K+7djywHCkSJs6mJUiJPkmhTlS5Qf1ne+E12vKgyw/9AmwsJePN1E6i/lRaBQzplW7wwJZxO+tbcpOsXvlL27RWYeqxNFSEuSmpYLAHvycViVmdw9LMA5DsxYVSsysgHwjK9Sw3e0G71ze02vA2kxA3hzp+B1G8BROK35Vh1rcJeAlzcv3KLbRsCUasJg/RfaW1Ps3F6t5HUvS4uTj21PBVZDqH8MdvtHsUUR+81FSItms2kfFqtR3GmZvg5ts56BxjVFkJYXseQ0FAeSDgFZsYGUeKZzy5CWRCAVYEyhFH36CO8rVQM6t4jYoiS6h6yq/DgANIPSNRCWfydUg+wMSbzPAAAAAElFTkSuQmCC)cho kernel tuyến tính, hoặc ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEwAAAATBAMAAADIYfY6AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHarRM1UZrsi790ymYmFLq+pAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABgElEQVQoFW2RvUvDUBTFT9OkSdpYszm4BBRXOzg4dhDdpJPgFlxE8CMdSxHq5GigOmqrs4IV/4Auiri0LoKbUxcF292i5+ajqdIL753fPfcm774ESDkYxTiPTCiCaa6PoYuDu5CTckypLmmey6gBWxFT/sc2jRLXtINMmyo8ITQg49HvtFGmBDyhLe/C8OkvYkaqAU9oUwvIir1sXYsIr76tvQgz1L3TQzugJnKiVys3ImTLffLuITMDj9ZxrgiD1McZd3Pof4lPVtCxZVoJxxroIV3igaD30ZCaMOZkC0MpRNDCLCldglGiCmODj0VlzSV/0msGY2ffkflmxiuo5gCO12ICFBu2gvI+qQnNBhpFQO5Aruot3TdLqNvQb6t2BfYrZ69BcZE/WUL+p8v5XVzsrO8i7+HZg9k77bWBTR7MJJqDLxtxjh/bFUOiyc/OE4+CJNwinqokbVYNqLN6PtaWcCZ2FQeQ36K6sTPOcZui+dDb0uEnbX84sI0Fjgz8AueaS5DKXfXWAAAAAElFTkSuQmCC)= ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKMAAAAtBAMAAAAw+MYbAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAZpkQiTLdIlR2u++rRM217jQ2AAAACXBIWXMAAA7EAAAOxAGVKw4bAAADu0lEQVRIDaVXS2gTURS9SSaZTD5NWhW1LoxUxJWMLnRRMEPVKqh0cOnCtkqhu2SrLhJBVFxoNi0FNwFdqAitCG6kmvpZ2+6Kv6a4cOuvohY73vcyb3Jf5mVs6w2Zd+659555v7yZAPy/xTfm/i2y1Us5BMHpmhmG8/AS9JpXogTxpkwPBOeGzRScgW6AN0olj/zgIViNJMBhgFDgrSPn1ijJC2aaRX6UyDa5VfUyZWNBb7FZ5UNXCLMqyTEdK7QaKWuFw4RASaPwK738kXAIx53KwlMTAVue9KyBKLIkp1Av/pl4rJeJL5EWRYDJ7EGmyCVLzncGT7CL2joswvOBF27gPF0iLEDs5yf0E1zSDeT5PaQs4ZSw3jMu2fvT9dP3mWXRizwrc44N3LWOikC+tp8yXDLxw9+BycZOI5LGEC2U8FnqcckdN+utWzm8ZQW39xE6cL3t+kTEKLkyk9Qs7Stkyf7HyGEYyMGGy1QSHtK+UBz/Rj2U1ApVzVnU65Tu/w0DK1lztyT5ADOU86lN0Vo+cEZoWUq7+JMkuQvZfYosSNQp60nG9lLaxVOS5HZk46o7x2puPm88yfBmSjdwtCpJDtpI1xsh6Zq0qOtJUlJgoyJJlsoYOCaCpM1IXS9CkcRkaHQUQcePsDyrfIffzi6z+7f++OTkXFeZBWVJxrSzxIQcyVTQT+JKWtEhuAMvoJSFUZaSL7PreixjYVUGFYowAr1zJuCvfhsT4jPCwJotmcOSpAk3r10bhfQ0apswyOZtsIwXcT44qzWsAS4ZM4FtJtDvNyXX30s+cJzLkgkRMPBgEgPn68bus2YTyxO24CrkItNsWfjy8MC/5C71KTIyZSQv4Hdrpz2+FH3Sk5/vmmV5vPsMBJheSVn+cInVdxIeB84tliOkDI2+uw0iWg9V5RDzFmy83Ca8kEzVCSnDo+BNtGbJIeZtx07pNcILSeMzIWU4AuEhl9nvjokmHEcnTPj061eNcFo6gmkJHtuauJ+bLIVxJ8ImiRHOHwEULR6moYKzDIZd9Ed/IaWgkZUeZy2FJRueH7gH8F7xRIi2fZzBrRYZ6i4CLvUH0B3HojTHxpSPEkTeFsjX4gMoacN1H8+JhKXmkVXtYjcZ9/FFgJ3qUuktRU5Jtx1AugxZfEN+JOcLb48AinZYwXHq1Pv5XBJSZWU86GUQ3ipLkHzmOLnoxJg6bFTVPGcTlYBg21DgizV9/W+r4AvM+BhKkD8plA7EoVpwOBcYVgZPK9km2fzD1+SCETnU/gJM2ueizkKEnAAAAABJRU5ErkJggg==)cho kernel RBF).
* Siêu phẳng được xác định bởi ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKkAAAApBAMAAAC8SxTEAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHarRM1UZrsi790ymYmFLq+pAAAACXBIWXMAAA7EAAAOxAGVKw4bAAADe0lEQVRIDe1WS2gTYRD+Nq/N5tUg+EaIokUpQlDPbaDg42Jr8eJFVxE9aReLimJr7KHopV0oogjaChXxASZQFEFoRBQplsZTT2JEaA8+moK1Na2u8/+7G5JNVgzdgwcH8s/MNzPfTub/s38AOwlo97lomvbNLqd2XNSSetG1pvnaq20r+uaMkPBetU2qObBGM8l82ZqLhZhNiUdLmZEPplFNu4rgMm7F2OrmZrVl+mc1tAITit8kjv4fwDqWsbEizQS8mmyaf9THjagrgVAe8Cnkt9pWCI/oyX8hXiOHtJgkmxg5s01p+6xNoByOyLpPPbtjZE4CflWHqq1hLVcNtmKeuI5cAQIJMptJAw0LG0aGIw8YYJGR8l/VkU7eQugE2Flr0GItd6KsYhCvssI9Uhg4Vs8pg0BoAeNZ7KNweDuTHFm6DBR4leGFc8KgiONYEcj4YzS5PmV5lE8wL8gPsR8p4LwaiKIOuEolhzIt+RA9vUJELV6CnQYevyE/MY5AhnTw+wE9ettDe79FagUa2QyI+CUFLsYb59wsr0Ka5BLoLtAWY/5HjDMlPJKZAtKIxKGEiHUIdRkEo1hLaN1i8sEqHrcuB0sAaQa4rIrU/TA2o4MifWlwPYhgAoqQgpBHO58r7RbCBXm6h9Vb5+ouHQA74b1Q0hBm0C1SQ+Ezs2CatqkuGlJJSSls46xeQqUCBgYZq1U2lQFP4ekVpFYgLy2y/fiK6SzTUpJYRbD9TnkofB1wyVTZDXeujEB3fPQNS+TW0cP96yMK0NWVxxQ+zWN6VpmiH5QC3yTBdKj2HqH8s/SgeEmdxRxVLQC5wZW0uLJIEw0T0v6obvbrCpdIs091kYaq4OFz8CYCKiaMJ5I22Qx23ufNKqU6FDTaAXJlOW5MlPlvDU/KciPMWvfIBlihek1E1NOL7inZNJkWM6a3kxsX+KqaoEWHkwYgvE9YQmWuVPR0y45PTzOO1epdfYVi3ZIND/0RMOTXksmKBK53RTG3oxj7b/xbE6ALpFRC9bFS1yHbz15ETgp79dFl/NoJzg70wHUyESWuMaLdilEHWOnieI4dSPHpEu0X3HCAlV0coRSeRPnfyBeKM73SBQJ6/7XpDY4pzdjtRK9pRfVlhWdCJ5HRBLzOnIEJtQdTx07uoZtiLEbTqM850avJ8VmNEKnTMsHOVs3yG42b5UPwmOtPAAAAAElFTkSuQmCC) và b được tính từ các vector hỗ trợ.

Hàm kernel cho phép SVM ánh xạ dữ liệu vào không gian đặc trưng cao hơn, xử lý các bài toán phi tuyến mà không cần tính toán trực tiếp trong không gian đó.

*2.4.3 Diễn giải thuật toán*  
SVM hoạt động bằng cách tìm siêu phẳng tối ưu để phân tách các lớp dữ liệu với margin lớn nhất, sử dụng các vector hỗ trợ để xác định ranh giới. Các bước chính bao gồm:

* Khởi tạo: Chuẩn bị tập dữ liệu D với các nhãn {-1, 1} và chọn hàm kernel (tuyến tính, RBF, hoặc đa thức).
* Tối ưu hóa: Giải bài toán đối ngẫu (công thức 2.12) để tìm các hệ số α\_i, từ đó xác định vector trọng số w và hệ số chặn b.
* Xác định vector hỗ trợ: Các điểm dữ liệu có α\_i > 0 là vector hỗ trợ, quyết định vị trí siêu phẳng.
* Dự đoán: Với điểm dữ liệu mới x, tính ![](data:image/png;base64,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)để dự đoán nhãn lớp (1 hoặc -1).
* Điều chỉnh tham số: Tinh chỉnh tham số C và tham số kernel (như σ trong kernel RBF) để tối ưu hóa hiệu suất trên tập kiểm tra.  
  SVM đặc biệt phù hợp với các bài toán rủi ro tín dụng, nơi dữ liệu có thể có ranh giới phi tuyến phức tạp.

*2.4.4 Phân tích độ phức tạp*  
Độ phức tạp của SVM phụ thuộc vào số điểm dữ liệu n, số chiều đặc trưng k, và thuật toán giải bài toán tối ưu hóa (thường là Sequential Minimal Optimization - SMO). Trong trường hợp xấu nhất, độ phức tạp huấn luyện là ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFEAAAAWBAMAAABK/G3RAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHarRM1UZrsi790ymYmFLq+pAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABv0lEQVQoFW2SQWsTURSFv2kmk04nTYduRQwqdiMaXIsMCF2IYPwDMrjRZUQkLkTGpbugCEKRRjfdxo3rWVgsxUX7D7IqXUncWSjquS+ZpyU5zLvv3HPuvfN4MzCP6OXBvLhQecOthfq8uMvzeVFK0FaYYr0iPypi+5JW20hNK7jYP9TWsVwIPk932PupTKc+b8JlracpWylLmaihVrpNIRwqPIKop70LLQ1rFdSVOVyNK2aO01Vl1XdSdU+s1yHM7GgOdbm0cjiC5QHBjtLmKa+dCdt/fs8Ya6VY2IHbsKIeHZvohCE8fNK/qcTjHt/amKGyRE8hZ3XCiPjuDo+VeBw3vw9hAmvwTnEsZ6UTd4kaIy7NyrZKkQdfgxw+yk7ZhQttadcHza4mj7mhxLCfKfyygK43STmn+rGyTwQj0YwT82YIT4+NDWW4Z1XDaoUTtom6mbwZWkWSlVVlPSX4gvt77sMzvb9X1enOe0mZExfwXt8/1zVtXBvIvgIbNI/Sf5VJGklsqLcPcccbbz07S5bV+0qSrSlMWQRNcPM+eDM+8PQMOdTt2ZAw9/KmZ/+TRgkvnDDwsv/ZvGLEVNX8BWlwUX0PXGxwAAAAAElFTkSuQmCC)đến ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADoAAAAWBAMAAABj+5JWAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHarRM1UZrsi790ymYmFLq+pAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABYklEQVQoFWWRO0jDUBiFv/SRNukriJuIRcVuWpxFikIHcai7Q3GxY0Wkgw51dCuKIIj4WLrWxdnFvd2cpFPnOhYcPDdp79Ifkpz/O+e/9yaB+XKrg3loic+21fPC49hCp2jlwlTdFhGMmS6uy1ltma3KplctDlgW7Euu6zoPeAyIVSTD+sZtwql0DfIayrdJTr0GlyFWb0IHASTGYdYE9viBkQbqpDs4XaHsHzfT2VRrCPsaKOMr8yvsTniBk7PWTpQRF8hApi2VG9PDO+zSiNyCHmPuoTCU8steDTfVYy1yfZ3llS9YKQpsdbI1rTCcfcWM3HeWNDaU+4bTk6wwUaOK9tU9p6F42xyCZ9xaRd7MTQY4H7ArcAQXWrsZug/gtYnV9UqlzY7QBpTIjoLQbUGqiVcOG3O7s0riGtLK6TEt083KDJn00wzg9a0kp6T5qYm6ZVWruNK2n6btWOZZZaC6f+/lPjNhjnwSAAAAAElFTkSuQmCC)do tính toán ma trận kernel và giải bài toán đối ngẫu. Với kernel tuyến tính và dữ liệu thưa, độ phức tạp có thể giảm xuống O(n·k). Trong giai đoạn dự đoán, độ phức tạp là ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFYAAAATBAMAAAD47ecbAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHarRM1UZrsi790ymYmFLq+pAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABt0lEQVQoFWWSsWsTcRzFP5fmLr3cJT1dRQxV7KbBWeRA6CCCcRc5uthJTkSyOJyTuB1IsSBiLELXCOLkkEGpiEP8D+JSOzjEzUIH3zfJHeXy4H7f933v/b73TThwOhQ4W5Bq7UDNtBU9znr/p0rX+iq+/YXzioxlXNLzOOJ1RC0WXUJ9AF4KD+T0oK2B7Qx3KWeCmRaSa1duRVCfzm4ux10FONSdhNUcZ19deMKL5aCUtZGOmxrWpakb2h7vmAFsPepfV3MadzjoWEp2AEEm1poyxL+9z/bpoPhR+GPAmsiUHb1lItbs+j28xpCLaubwP1u9/8VJaOoXveMrXOhIupqHPU2fcM0CM4TvrfyLdQTKfuCcRk7U7eEMRWOOefVwcy/8KM1QPznSOd9XZ0sDVzJbnrd4vfiPE//We+doZ0E8WmTdCOcT3JBzF55oi/T7c3YaiyhuGowSdsHPqCX60zau5PIuwwbhYXRmO3UPimwQedL70Ejxu4XKywX75Ywb90p1Rp7BagQqC1hnWN/KyWasOGygTXpTCPjjklZIS1Pso60npbFZsgp5qnVHpuWl4ZesQhSR9x+NiFQfc3f3hwAAAABJRU5ErkJggg==), trong đó n\_sv là số vector hỗ trợ. SVM tốn tài nguyên tính toán với tập dữ liệu lớn, nhưng hiệu quả với dữ liệu có số chiều cao hoặc ranh giới lớp rõ ràng.

### *2.4.5 Ưu điểm và hạn chế*

* Ưu điểm: SVM có khả năng tổng quát hóa tốt nhờ tối ưu hóa margin, xử lý hiệu quả các bài toán phi tuyến thông qua kernel trick. Thuật toán hoạt động tốt với dữ liệu có số chiều cao và phù hợp với bài toán rủi ro tín dụng, nơi các đặc trưng như lịch sử tín dụng và thu nhập có thể tạo ranh giới phức tạp.
* Hạn chế: SVM yêu cầu tài nguyên tính toán lớn với tập dữ liệu lớn, nhạy cảm với việc chọn tham số (C, σ) và hàm kernel. Thuật toán khó giải thích so với Decision Tree và không hiệu quả với dữ liệu mất cân bằng trừ khi áp dụng kỹ thuật cân bằng mẫu.

### *2.4.6 Ứng dụng*

* Trong ngành tài chính, SVM được sử dụng để dự đoán khả năng vỡ nợ của khách hàng dựa trên các đặc trưng như lịch sử tín dụng, tỷ lệ nợ trên thu nhập, và tài sản đảm bảo, hỗ trợ ngân hàng phê duyệt khoản vay chính xác.
* Thuật toán giúp xây dựng hệ thống chấm điểm tín dụng, xác định các khách hàng rủi ro cao để giảm tỷ lệ nợ xấu.
* Trong xử lý hình ảnh, SVM phân loại các đối tượng dựa trên đặc trưng hình ảnh, tương tự như phân loại khách hàng trong tài chính.
* Trong y tế, SVM dự đoán nguy cơ mắc bệnh dựa trên các chỉ số sức khỏe, có thể áp dụng tương tự cho dự đoán rủi ro tín dụng.[9]

**2.5 Neural Network**  
*2.5.1 Giới thiệu về thuật toán Neural Network*  
Neural Network (Mạng nơ-ron nhân tạo) là một thuật toán học máy giám sát mạnh mẽ, lấy cảm hứng từ cấu trúc nơ-ron trong não bộ, được sử dụng cho cả bài toán phân loại và hồi quy . Thuật toán bao gồm các lớp nơ-ron (input layer, hidden layers, output layer) kết nối với nhau thông qua trọng số, xử lý dữ liệu thông qua lan truyền thuận và học thông qua lan truyền ngược. Neural Network đặc biệt hiệu quả trong các bài toán phức tạp như dự đoán khả năng vỡ nợ trong rủi ro tín dụng, nhờ khả năng học các mối quan hệ phi tuyến và xử lý dữ liệu lớn. Trong ngành tài chính, Neural Network được ứng dụng để phân loại khách hàng dựa trên các đặc trưng như lịch sử tín dụng, thu nhập, và tỷ lệ nợ, hỗ trợ ngân hàng đưa ra quyết định tín dụng chính xác và giảm tỷ lệ nợ xấu.[10]

*2.5.2 Nền tảng toán học*  
Neural Network xử lý dữ liệu thông qua các lớp nơ-ron, sử dụng hàm kích hoạt để ánh xạ đầu vào thành đầu ra. Cho tập dữ liệu D = {(x\_i, y\_i) | i=1,...,n}, trong đó xi là vector đặc trưng (k chiều) và yi là nhãn lớp (ví dụ: yi ∈ {0, 1} cho phân loại nhị phân), lan truyền thuận tính đầu ra của một nơ-ron trong lớp l như sau:
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Công thức 2.13 (Lan truyền thuận)[11]

Trong đó:

* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACQAAAAbBAMAAADmAjDTAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHarRM1UZrsi790ymYmFLq+pAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABDUlEQVQoFX2QPUvEQBCGn8R8au4ICGchwqL+gPwES0tbu60Uu1PkyuPOzu5AtDuIjWBpbbONYCVa2tna+RPc2YkHaXxhZ955wk52Bv6RSR6H/c9xTRuZHtuhavjooQmx4bSHvikcS0WRCXnOOhTEUqwFwpxX2CR69+W+ok+mljdCuyNFJywtE0ghGysK9xsYWoqFosxBZSFp5D8MHirHOWx5T8uGjxeHu1Kofrj1ZkHXUOA9L5Lu/JmJ8Xpi28fEie/UhvZnOoeylrQm27u8ZuqUlDNiyyh6PshHX4ryMaV/sVc0sCFT1PgVBKXdFDe+6tYmU4hk14kVJ9sS5U6i3uhGKoWozPGfW+Uru7K/9DArEETSRkAAAAAASUVORK5CYII=): Giá trị đầu vào của nơ-ron j trong lớp l trước khi áp dụng hàm kích hoạt.
* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACQAAAAbBAMAAADmAjDTAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHarRM1UZrsi790ymYmFLq+pAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABEElEQVQoFX2QPUvEQBCGn6zJZXOGY0HEQoQUcnUaW/En2NptpY1IrrlScpXtgVgeRrCx9B+kEbTxozmxsxUs7ie4u6N3pPEt5p159mt24B8V8d2gu6wMTVR02A55yVsHjVEFJx30hW6ZCYqK4BP6oFG+WAuECY+wQfTqyl1BH5xbngnXHQo6ZmYZQwK9SlA4X8LAoqeCei3kFuLSv4MaPsEItlxOw7qLF+z5QrTgCtKa/T8ANzxAv+LWtym6Zxuup/litavx17+g6oMla0iMo5ufVfotMKtRlnh++m5GZ4LSisx17GXm4trgRiA6Ert09js213WQn3VsQ5rXwdLWm/zbTd4rCzEElcjKiqCHy+IH0CUtv3ZC6D0AAAAASUVORK5CYII=): Giá trị đầu ra của nơ-ron j trong lớp l sau khi áp dụng hàm kích hoạt.
* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACgAAAAbBAMAAAD8PtBdAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHarRM1UZrsi790ymYmFLq+pAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABLUlEQVQoFYWRsUrDUBSGv8SmSdtYAoKCImQQ5+AT9AUEV7c76aSkCtVJ2jcoiJulcRE6FnyAgAhOUhfF2UEEB30Dz0lzi2Txh5x7zvcfzrnkwj+Ka5N2tcWNyJy4QjcJE54rsIcbc1iBnwQ5ozl04tIc0IQAV8ulkjHgEVZwZgK2LHzjwvBEMXbPwgNGhh54UE8tLOYk0DYEQwvrOYQGaoluDI9YNutDurCmHRktWG3lzdzraF3omyvojBnjLsZww4OY75zj68XnW6dsCLxjR6FVpov4EXxtkS7yIpg4t6T4X5yq0+jjGtg9uz+J6B77LenAT2kk6qqiF72K7BNnoEmhfT70vJSv/K2SZUxTOfRFakaCKuzzOpSRuRaSFJIXUjWKWAbXs+4fGmwvil/w3zXPayTXVwAAAABJRU5ErkJggg==): Trọng số kết nối từ nơ-ron i ở lớp l-1 đến nơ-ron j ở lớp l.
* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACIAAAAbBAMAAADrHECUAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHarRM1UZrsi790ymYmFLq+pAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABF0lEQVQYGXWQoU4DQRCGv7teb7ul11wQGARHwwNceAEwGBS2boPBICpR5EAjLiEoQtImGCRv0IRAcBSDPlVdhUIwOxvCIZhkZ/79dvefycK/EXNYN39Ot+mz3ibRgieyvIWMY0Q6aZFhzRV2oSQqfOnlTKGKve5g92ohg4qoFDvYgTfIarNk0HAi5AjOIHX2A7HvihT/XTko1YCho1fDvexOZb1AUsqk2M9jh8mJ5Lp0XAPzwEx0iBU30r/Rd4HMeIb+Pl8yXSCPbMIW6SpsJU+98y2dokW6uZgfwPlcoa2IHcmywGw0SswE64eFKHNa5Q+4UEW31not+S4Q6eDjXVbivOJVs5n7Eq6PlFjNmorxrw7q0v2QbwfUMCK2i0DcAAAAAElFTkSuQmCC): Hệ số chặn (bias) của nơ-ron j trong lớp l.
* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADUAAAAZBAMAAABjpnsOAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHarRM1UZrsi790ymYmFLq+pAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABOklEQVQoFY2RvUrEUBCFT2KM627UgMgWspBCrG1sRfAFfIQ0/hQWEWFFENlUtmkEQRYtbCx9g20EbZRtXOysFC2Cj+C5M5dLEhuHZObM+W7unSTAfyIJ7mSZt4/5xno/xo1Y4Q68RJRLPURr2lwAY2eL6MNPHNursy+0Ro4NLfMSETna8MuyTMA9W4C4U4KQ41GFYYtAz3Qrar3hLFV1BTwDYcZuW51dDJUF3yfoqy+c0m6tC83bfPDYQttwpNXkKGXaAqcD/NUn4JDCRtdUgg7LOdatWykLMBPPDLBRMa1sx3jg0xludebqik6MZeC6iH6qrmqex+sF/mDzDySYjomX3rOjJrzk/CmC14NJl9vX4xiYNd+AwXnrkbM1N+NTi8vyjP2P95mzRcyZM4JU9KSQ4tKpqIZpKd1f0jkyfhkvZv4AAAAASUVORK5CYII=): Đầu ra của nơ-ron i ở lớp trước (l-1).
* σ(z): Hàm kích hoạt (ví dụ: ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIIAAAAnBAMAAAAx/I2TAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHarRM1UZrsi790ymYmFLq+pAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAB/0lEQVRIDe1VMUgbURj+LjkTE6O9RaGIICqdggihY0tAFEehjg6HQ9NupwiltEN06xYoFhFakqWbQ7eCgufg3pLdoYVMIhnsoBTS/9299+5e7vr6bi0+SP7v//7v//Lu5+UekGnZm5nkSXGp+jtJZmTuHcKB/b9zsGb5keBApJwdCjdqnmNpXnAczIg8JVo/f10ptPWN0gVBcVDwBGESGyRaF0IBRBS8No4A8icl6GlbhooTLkZbnJNgeUikTe0llElQPBvcBWD8c8UPgLZLKbYxRvmTh/sIwM7aHPCAKbo1Wk8VbXrSxwFtoYkVMIAWPKDspGvT2Q4uqMXHCzAAfKDPmOow0Kw+8AXTwBFwCQZg+/TFJmO+2kxPj9AJG1+CjmngYDyHNkYcasm7YKAwv/sOODTfAFBqIuei8qhKTQSmrJM68CqLQ9FDaYk3SLCXxWGUxi4bOJBOwuhvt8zkhge8J9VHoeRgnFzjS94yVpwlfM6U3wnYLq9w8JanUeBv12JdUovX1z+A13QYfca1RCEEMhU0kg5Bqeg4KEmRFgw5NLZCdW/K07bFiqpDftaus2Jl9Tim0UPV4Q0mkg+qNwjn0K09fhb83b825Jv1H31RWdmDdRsVjJHq0Dfui4T8luHn4RQFP6qZIHnLcIdPz7dN2tI0sTOZVjbgLCdV9Advi3qzN07k2gAAAABJRU5ErkJggg==)cho phân loại nhị phân,
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Để huấn luyện mạng, Neural Network tối ưu hóa hàm mất mát (ví dụ: binary cross-entropy cho phân loại nhị phân):
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Công thức 2.14 (Hàm mất mát)

Trong đó:

* L(W, b): Hàm mất mát trung bình trên tập dữ liệu, với W là tập hợp tất cả trọng số và b là tất cả bias.
* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABoAAAATBAMAAAB8awA1AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHarRM1UZrsi790ymYmFLq+pAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAwklEQVQYGTWPOwrCUBBFT2JiPopYqWCTwsIyS8gSXEI6KyFoH9QVBMRSiEsIuIA01olVsLawjb2FM4oD98zcx9yBB0bAr0xtHdFkKDBqwUx014GlaAEmY3U2dBMdvjWIcbO/wQrxob+i+w3m9GDkl26giZYjRBV+qftnrsIHlRoKpsILczbSc71ivNg7vaE6W9h6b817W8wY0rTlCU6CF0rArCkSXFnbYUd+RpNxkPeT/KmRDjeRFTvrWI1TKjOFlAcfwM8lvDR82IIAAAAASUVORK5CYII=): Đầu ra dự đoán cho điểm dữ liệu xi (giá trị của nơ-ron đầu ra sau lan truyền thuận).
* yi: Nhãn thực tế của điểm dữ liệu i (0 hoặc 1).
* n: Số lượng điểm dữ liệu trong tập D.

Tối ưu hóa được thực hiện bằng gradient descent, cập nhật trọng số và bias theo đạo hàm riêng của hàm mất mát thông qua lan truyền ngược:
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Công thức 2.15 (Lan truyền ngược)[12]

Trong đó:

* α: Tỷ lệ học (learning rate), điều chỉnh tốc độ cập nhật.
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* :=: Toán tử gán, biểu thị cập nhật giá trị mới.

Lan truyền ngược tính gradient từ lớp đầu ra về lớp đầu vào, sử dụng quy tắc chuỗi để cập nhật từng tham số, đảm bảo hàm mất mát hội tụ.

*2.5.3 Diễn giải thuật toán*  
Neural Network hoạt động bằng cách ánh xạ đầu vào qua các lớp nơ-ron để tạo đầu ra, sau đó điều chỉnh trọng số và bias để giảm hàm mất mát. Các bước chính bao gồm:

* Khởi tạo: Gán ngẫu nhiên các trọng số W và bias b, chọn kiến trúc mạng (số lớp, số nơ-ron mỗi lớp, hàm kích hoạt).
* Lan truyền thuận: Với mỗi điểm dữ liệu xi, tính đầu ra ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAARBAMAAAD00TuvAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAELuZInZmMlTvRImr3c00S4s8AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAaUlEQVQIHWNgYBASYAADEwMwxcogBuGjkuzNDBwgBRKcBUwBHAkMC+oZOAtASvYw1INV3mIIYshhYGD8yKDKxgs08gPLdwY/oEx29geGbSAVrAYMFxMY+BZwOjCYOTDwMJiBtbGlNoBoAHpWEQlBs3FdAAAAAElFTkSuQmCC)bằng cách truyền xi qua các lớp, áp dụng công thức (2.13) tại mỗi nơ-ron.
* Tính mất mát: Sử dụng hàm mất mát (2.14) để đo sai số giữa ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAARBAMAAAD00TuvAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAELuZInZmMlTvRImr3c00S4s8AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAaUlEQVQIHWNgYBASYAADEwMwxcogBuGjkuzNDBwgBRKcBUwBHAkMC+oZOAtASvYw1INV3mIIYshhYGD8yKDKxgs08gPLdwY/oEx29geGbSAVrAYMFxMY+BZwOjCYOTDwMJiBtbGlNoBoAHpWEQlBs3FdAAAAAElFTkSuQmCC)và yi.
* Lan truyền ngược: Tính gradient của hàm mất mát đối với mỗi trọng số và bias bằng quy tắc chuỗi, sau đó cập nhật tham số theo công thức (2.15).
* Lặp lại: Tiếp tục lan truyền thuận và ngược qua nhiều epoch cho đến khi hàm mất mát hội tụ hoặc đạt số lần lặp tối đa.  
  Neural Network phù hợp với các bài toán rủi ro tín dụng nhờ khả năng học các mô hình phức tạp từ dữ liệu tài chính đa dạng.

*2.5.4 Phân tích độ phức tạp*  
Độ phức tạp của Neural Network phụ thuộc vào số điểm dữ liệu n, số lớp L, số nơ-ron mỗi lớp m\_l, và số epoch E. Trong lan truyền thuận, việc tính đầu ra cho mỗi điểm dữ liệu có độ phức tạp ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJUAAAAWBAMAAAA7qMMKAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHZmmasi3Ym7RO8yVM0Ml5alAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACD0lEQVQ4EZ1Sv2sUQRT+9vZyP3Zz2UUD2rkkBIIILoQjUSxiZ3kIgoXgIiFiisQ/QOEKJY2BaGeXJlgIEgxYCMJaSkCvtRAObCwUToQrJIjfzM7kZjbrhvOxu+97733v25k3A5Tb9H5SThij2lgeg3wCtdk7gVBYdqKidJAUZQtykcw5MwtXCSaAzWWZMD8HZjDCx5nTstgOcTcEzgNT9oZepUAbYO2Y2UzvO9CKSWp0+G4DfSCw2u58SoHrqFhJpWoxaxcOmWY/XpLrDaTuC8VULkiBB8gWb1eQYwqtLcDZp588RDMBHtkd1Dr1a+mdncyiHFNo7XJ7P+lbQ/h0XzOi/op1CXNnT7fff7llohxTaFGgzlGhOkCdbijgDWFdImittYO49QOf4b3RSDIFRZnQCvh06f0O1jm1PVVSTmv1FuHexxywp1GeKdcV4lzEzosJPmYnaqppLVzDRIRnmOxoJM4e3nNhsegQWvUQfpf+NXCG10vmGSo70noLP3WGqERQKM9U86r2eeW35eiC1bRwXrUBNuD2d5qpRpKp/iic0nIeAjcZTnG7rlEmDHay2O3jEqpR7FMwQ3nmbxLv8W3Mzid0lR4al+lHdvb2t1RGlZgX0dvCB2hkM53Hf54AC6POmhhnuS31yupPjaKJjbQBV8q0rLWsGF3/Aauh0eSV/dXg/QNesfKJFY0bsPsvHH94+FBPCn4AAAAASUVORK5CYII=)do các phép nhân ma trận. Lan truyền ngược có độ phức tạp tương tự khi tính gradient. Với n điểm dữ liệu và E epoch, độ phức tạp huấn luyện là ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAK0AAAAWBAMAAABAjAHGAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHZmmasi3Ym7RO8yVM0Ml5alAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACp0lEQVQ4EaVTTWgTQRT+Nhu3m81us6hXyWoQPCiNhloVqVEQCl6CIAiK5OAPitIcvIkY0GBBW6IHsQchF1GoQrAgIh7iUbwsigcPyopXC1EkByniN7PZnaTSktBHZr7vvffty+ybt8Dgph3bO7h4GOWtYcRDaB8NoY2lG2O2KumsmulPeNLVthUOk5QA89rUzKmiDOJ2F0NP7nazx1HUvKp4yDZLGHdxwUWiQWcesIoyiFE/xO5u/QD0ErS+YNdZ6g0KoZNnxBQHrWNUJH9xeYIAGTfEcDd2LgMbPGztDUb8Z0SIUoiAbIEFrDY+ktp8GD4X7UkI8c7USEsrxr4iVkVxMlFjFtAWiSz4gJBoI0+QtnKmlqGNFe50/zQSSTSLfa6o+5gtEG/hdNAkpOpGCfiwu3Aa+N4nDo/BkJ7bNP72C/PAHuq2fGphND6LfETUTfPl6sRkGxXhPpyrwni2iM+AnKmjJ2gnYznJpfd5Z4l566XQffWdOjJlKYg2UTfDX5WYLhkBYbplN+DoFWyH1aTfa0JO8ycg82gK3QQSJSyEmWiX53WR9RgYK9sB4RBsOEhWcVxOCSPKunUxJcbiPuwSkkKX8lCjyJoXJhsihCMu0lXiC2iiD2e4riDdYBNWNC3uL14j3dI6SHhC9wbZ8sqbkOdlawMOZh3y3l6xbhHTcIJG5nyLzv/9NdrM60Ej1SLSmbTQuUylsm5d7TogbuYbZ/oPx6OKSSSr+ayulJIxJ0wPsB9JL88bn4RexxFda8vXD9PchfAil5nbUSbsAuZ+z9RuuMjBnnXNA4wp02p/70ovkefQW7N4B+pMH0993GwoHUJhQUXOKToI2+evpbqnkilX8QHY2bXqiq8rMqMYsfVjsveMz9dfL6pwMCICjV5nfbwM/AMIuJjh6a3j2gAAAABJRU5ErkJggg==). Trong giai đoạn dự đoán, độ phức tạp là ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJUAAAAWBAMAAAA7qMMKAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAEHZmmasi3Ym7RO8yVM0Ml5alAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACD0lEQVQ4EZ1Sv2sUQRT+9vZyP3Zz2UUD2rkkBIIILoQjUSxiZ3kIgoXgIiFiisQ/QOEKJY2BaGeXJlgIEgxYCMJaSkCvtRAObCwUToQrJIjfzM7kZjbrhvOxu+97733v25k3A5Tb9H5SThij2lgeg3wCtdk7gVBYdqKidJAUZQtykcw5MwtXCSaAzWWZMD8HZjDCx5nTstgOcTcEzgNT9oZepUAbYO2Y2UzvO9CKSWp0+G4DfSCw2u58SoHrqFhJpWoxaxcOmWY/XpLrDaTuC8VULkiBB8gWb1eQYwqtLcDZp588RDMBHtkd1Dr1a+mdncyiHFNo7XJ7P+lbQ/h0XzOi/op1CXNnT7fff7llohxTaFGgzlGhOkCdbijgDWFdImittYO49QOf4b3RSDIFRZnQCvh06f0O1jm1PVVSTmv1FuHexxywp1GeKdcV4lzEzosJPmYnaqppLVzDRIRnmOxoJM4e3nNhsegQWvUQfpf+NXCG10vmGSo70noLP3WGqERQKM9U86r2eeW35eiC1bRwXrUBNuD2d5qpRpKp/iic0nIeAjcZTnG7rlEmDHay2O3jEqpR7FMwQ3nmbxLv8W3Mzid0lR4al+lHdvb2t1RGlZgX0dvCB2hkM53Hf54AC6POmhhnuS31yupPjaKJjbQBV8q0rLWsGF3/Aauh0eSV/dXg/QNesfKJFY0bsPsvHH94+FBPCn4AAAAASUVORK5CYII=) cho mỗi điểm dữ liệu. Neural Network đòi hỏi tài nguyên tính toán lớn, đặc biệt với mạng sâu và dữ liệu lớn, nhưng có thể tăng tốc bằng phần cứng chuyên dụng (như GPU).

### *2.5.5 Ưu điểm và hạn chế*

* Ưu điểm: Neural Network có khả năng học các mối quan hệ phi tuyến phức tạp, phù hợp với dữ liệu tài chính đa dạng. Thuật toán xử lý tốt các tập dữ liệu lớn và có thể mở rộng với kiến trúc sâu (deep learning). Trong rủi ro tín dụng, Neural Network có thể xác định các mẫu ẩn trong lịch sử tín dụng và hành vi tài chính.
* Hạn chế: Neural Network yêu cầu tài nguyên tính toán lớn và thời gian huấn luyện lâu. Mô hình khó giải thích (black-box), gây khó khăn trong việc trình bày quy tắc phân loại cho ngân hàng. Thuật toán nhạy cảm với việc chọn siêu tham số (số lớp, số nơ-ron, tỷ lệ học) và dễ bị overfitting nếu không có đủ dữ liệu hoặc kỹ thuật điều chuẩn (regularization).

### *2.5.6 Ứng dụng*

* Trong ngành tài chính, Neural Network được sử dụng để dự đoán khả năng vỡ nợ của khách hàng dựa trên các đặc trưng như lịch sử tín dụng, thu nhập, tỷ lệ nợ, và các yếu tố kinh tế - xã hội, hỗ trợ ngân hàng tối ưu hóa phê duyệt khoản vay.
* Thuật toán giúp xây dựng hệ thống chấm điểm tín dụng, xác định các khách hàng rủi ro cao để giảm tỷ lệ nợ xấu.
* Trong nhận diện hình ảnh, Neural Network phân loại đối tượng dựa trên đặc trưng hình ảnh, tương tự như phân loại khách hàng trong tài chính.
* Trong y tế, thuật toán dự đoán nguy cơ mắc bệnh dựa trên các chỉ số sức khỏe, có thể áp dụng tương tự cho dự đoán rủi ro tín dụng.

# **Chương 3: PHƯƠNG PHÁP THỰC NGHIỆM**

## **3.1 Dữ liệu**

Trong nghiên cứu này, chúng tôi sử dụng bộ dữ liệu khoản vay thực tế loan\_data.csv gồm **37.066 khoản vay**, mỗi khoản được mô tả bởi 13 đặc trưng đầu vào và 1 nhãn đầu ra (not\_fully\_paid).

**Danh sách các đặc trưng:**

* credit\_policy: Chính sách tín dụng (1: đạt yêu cầu, 0: không đạt)
* purpose: Mục đích khoản vay (debt\_consolidation, credit\_card,…)
* int\_rate: Lãi suất (%)
* installment: Khoản trả hàng tháng
* log\_annual\_inc: Log(thu nhập năm)
* dti: Tỷ lệ nợ trên thu nhập
* fico: Điểm FICO
* days\_with\_cr\_line: Số ngày có lịch sử tín dụng
* revol\_bal: Số dư tín dụng quay vòng
* revol\_util: % sử dụng tín dụng quay vòng
* inq\_last\_6mths: Số yêu cầu tín dụng trong 6 tháng
* delinq\_2yrs: Số lần chậm trả trong 2 năm
* pub\_rec: Số hồ sơ công khai bất lợi

**Nhãn:**  
not\_fully\_paid: 1 nếu vỡ nợ, 0 nếu trả đủ

## **3.2 Tiền Xử lý dữ liệu**

Nhìn chung, hầu hết các đặc trưng đầu vào đều là biến số (numeric) dạng liên tục hoặc rời rạc, ngoại trừ purpose là biến phân loại danh mục (categorical). Biến credit\_policy tuy được biểu diễn dưới dạng số 0/1 nhưng thực chất mang ý nghĩa phân loại nhị phân (Boolean). Nhãn not\_fully\_paid là biến phân loại nhị phân biểu thị kết quả như đã mô tả ở trên.

Một điểm cần lưu ý là bộ dữ liệu không chứa giá trị thiếu ở bất kỳ cột nào. Tỷ lệ các khoản vay bị vỡ nợ trong dữ liệu gốc khá thấp so với tổng số (là nhóm thiểu số), cụ thể chỉ chiếm khoảng chưa đến 20% tổng số mẫu. Điều này dẫn đến hiện tượng mất cân bằng lớp (imbalanced classes) mà chúng tôi sẽ đề cập hướng xử lý ở mục 3.5.

Trước khi xây dựng mô hình, dữ liệu thô cần được tiền xử lý để đảm bảo chất lượng và định dạng phù hợp. Do bộ dữ liệu đã được thu thập sẵn và không có giá trị thiếu, các bước tiền xử lý chủ yếu tập trung vào việc mã hóa biến phân loại và làm sạch định dạng dữ liệu nếu cần.

Cụ thể, bộ dữ liệu có một biến dạng phân loại là purpose mô tả mục đích khoản vay với nhiều giá trị danh mục (như liệt kê ở trên). Để thuận tiện cho việc đưa vào mô hình học máy, biến purpose được mã hóa thành dạng số. Thay vì sử dụng one-hot encoding cho tất cả các danh mục, nghiên cứu này tập trung vào mục đích phổ biến nhất là debt\_consolidation (hợp nhất nợ). Do đó, chúng tôi tạo ra một thuộc tính nhị phân mới purpose\_debt\_consolidation, với giá trị 1 nếu purpose của khoản vay là debt\_consolidation, và 0 nếu purpose thuộc các loại khác.

Việc mã hóa nhị phân như vậy giúp đơn giản hóa biến mục đích khoản vay, đồng thời vẫn giữ lại được thông tin về trường hợp mục đích phổ biến nhất. Ngoài ra, do các biến khác đều ở dạng số hoặc nhị phân sẵn, không có ký hiệu hay định dạng đặc biệt, nên không cần thực hiện thêm các bước làm sạch dữ liệu nào khác (ví dụ: loại bỏ trùng lặp, xử lý outlier đặc biệt, v.v.) ở giai đoạn này. Dữ liệu sau khi mã hóa biến purpose sẽ sẵn sàng cho bước chuẩn hóa và tách tập ở các mục tiếp theo.

## **3.3 Chuẩn hóa dữ liệu**

Để các mô hình học máy hoạt động hiệu quả, đặc biệt là với các mô hình sử dụng khoảng cách hoặc gradient (như SVM, mạng nơ-ron), chúng tôi thực hiện chuẩn hóa các đặc trưng đầu vào về cùng một quy mô. Cụ thể, kỹ thuật chuẩn hóa Z-score được áp dụng cho các biến số đầu vào. Phương pháp này (còn được gọi là *StandardScaler*) chuyển đổi giá trị của mỗi đặc trưng thành dạng điểm chuẩn hóa với trung bình = 0 và độ lệch chuẩn = 1.

Công thức chuẩn hóa mỗi giá trị của biến theo Z-score được định nghĩa như sau:

Trong đó:

* : giá trị trung bình của biến trên tập dữ liệu huấn luyện
* : độ lệch chuẩn của biến trên tập dữ liệu huấn luyện

Sau khi chuẩn hóa, các đặc trưng sẽ không còn chênh lệch về đơn vị hay khoảng giá trị, giúp thuật toán học tập hội tụ nhanh hơn và tránh việc đặc trưng có giá trị lớn lấn át đặc trưng có giá trị nhỏ.

Lưu ý rằng việc tính và cho mỗi đặc trưng chỉ được thực hiện trên tập huấn luyện, sau đó áp dụng để chuẩn hóa cho cả tập huấn luyện và tập kiểm tra, nhằm tránh rò rỉ thông tin từ tập kiểm tra vào quá trình huấn luyện.

## **3.****4 Chia tập dữ liệu**

Sau khi tiền xử lý và chuẩn hóa, dữ liệu được chia thành hai phần: tập huấn luyện và tập kiểm tra. Tỷ lệ chia được lựa chọn là 80% cho huấn luyện và 20% cho kiểm tra. Cụ thể, trong 37.066 quan sát, có khoảng 29.653 quan sát được dùng để huấn luyện mô hình, và 7.413 quan sát được giữ lại để đánh giá mô hình sau khi huấn luyện. Việc chia dữ liệu được thực hiện một cách ngẫu nhiên, đồng thời chúng tôi sử dụng tham số random\_state cố định (ví dụ: 42) để đảm bảo có thể tái lập lại kết quả phân chia. Hơn nữa, do dữ liệu có hiện tượng mất cân bằng lớp (số lượng khoản vay vỡ nợ ít hơn hẳn so với không vỡ nợ), chúng tôi áp dụng kỹ thuật chia dữ liệu có stratify theo nhãn. Điều này có nghĩa là tỷ lệ vỡ nợ trong tập huấn luyện và tập kiểm tra gần như tương đương với tỷ lệ vỡ nợ trong toàn bộ dữ liệu, giúp đảm bảo cả hai tập đều có phân bố lớp tương tự nhau. Cách chia có stratify tránh trường hợp tập kiểm tra tình cờ không có (hoặc có quá ít) khoản vay vỡ nợ, gây khó khăn cho việc đánh giá mô hình.

Kết quả của bước này là chúng tôi thu được hai tập dữ liệu: tập huấn luyện (dùng để huấn luyện mô hình) và tập kiểm tra (dùng để đánh giá mô hình cuối cùng). Tập kiểm tra được giữ nguyên và hoàn toàn không được sử dụng trong quá trình huấn luyện hoặc tối ưu siêu tham số, nhằm đảm bảo đánh giá mô hình là khách quan và phản ánh đúng khả năng tổng quát hóa trên dữ liệu chưa thấy.

## **3.5 Cân bằng dữ liệu (SMOTE)**

Như đã đề cập, dữ liệu huấn luyện bị mất cân bằng với tỷ lệ các mẫu dương tính (vỡ nợ) rất thấp so với mẫu âm tính (trả đủ). Sự mất cân bằng này có thể khiến mô hình học tập thiên lệch: mô hình có thể dự đoán tất cả các khoản vay là “không vỡ nợ” và đạt độ chính xác cao, nhưng lại không thực sự học được cách nhận diện các trường hợp vỡ nợ (do quá ít mẫu vỡ nợ để học).

Để khắc phục, chúng tôi áp dụng kỹ thuật **SMOTE** (viết tắt của *Synthetic Minority Over-sampling Technique*) trên tập huấn luyện nhằm cân bằng dữ liệu giữa hai lớp. SMOTE là phương pháp tăng cường mẫu thiểu số bằng cách tổng hợp các điểm dữ liệu mới cho lớp thiểu số (ở đây là lớp vỡ nợ) thay vì chỉ nhân bản ngẫu nhiên các mẫu cũ.

Cụ thể, SMOTE sẽ chọn một mẫu thiểu số hiện có, sau đó tìm *k* láng giềng gần nhất của nó trong không gian đặc trưng, và tạo ra các điểm dữ liệu mới nằm giữa mẫu đó với một trong những láng giềng gần nhất được chọn ngẫu nhiên.

Quá trình này lặp lại cho đến khi số lượng mẫu thiểu số được tăng lên đáng kể, cân bằng với số lượng mẫu đa số. Nói cách khác, thay vì lặp lại các trường hợp vỡ nợ đã có (dễ gây *overfitting*), SMOTE sinh ra các trường hợp vỡ nợ giả lập bằng cách nội suy đặc trưng của các trường hợp gần giống nhau, giúp mở rộng không gian mẫu dương một cách hợp lý.

Trong nghiên cứu này, chúng tôi sử dụng SMOTE để tăng kích thước lớp vỡ nợ trong tập huấn luyện cho đến khi số mẫu vỡ nợ xấp xỉ bằng số mẫu không vỡ nợ. Sau khi áp dụng, tập huấn luyện trở nên cân bằng: mỗi lớp đều có số lượng quan sát xấp xỉ ngang nhau.

**Lưu ý:** SMOTE chỉ được áp dụng trên tập huấn luyện. Tập kiểm tra vẫn giữ nguyên phân bố ban đầu (mất cân bằng) để phản ánh đúng phân bố thực tế và để việc đánh giá mô hình được khách quan.

Nhờ việc cân bằng dữ liệu bằng SMOTE, mô hình huấn luyện sẽ ít bị thiên lệch và có cơ hội học tốt hơn các mẫu thuộc lớp vỡ nợ (vốn là quan tâm chính trong bài toán này).

## **3.6 Xây dựng mô hình**

Sau khi chuẩn bị dữ liệu, chúng tôi tiến hành xây dựng và huấn luyện các mô hình dự báo vỡ nợ. Trong nghiên cứu này, chúng tôi triển khai một bộ mô hình đa dạng bao gồm cả mô hình tuyến tính đơn giản, mô hình cây quyết định giải thích được, mô hình ensemble, mô hình máy học phân biệt tuyến tính kernel, và mô hình học sâu.

Việc thử nghiệm nhiều thuật toán khác nhau cho phép so sánh hiệu quả dự báo và lựa chọn mô hình phù hợp nhất.

Danh sách các mô hình được xây dựng gồm:

* **Hồi quy Logistic** – *Logistic Regression* (với regularization L2, solver liblinear).
* **Cây quyết định** – *Decision Tree* (giới hạn độ sâu cây max\_depth = 6).
* **Rừng ngẫu nhiên** – *Random Forest* (gồm 100 cây quyết định, n\_estimators = 100).
* **Máy Vector Hỗ trợ (SVM)** – *Support Vector Machine* (thử nghiệm với kernel tuyến tính và kernel Gaussian RBF).
* **Mạng nơ-ron nhân tạo** – *Neural Network* (mạng truyền thẳng 2 lớp ẩn, kích hoạt ReLU và sigmoid, huấn luyện bằng Keras – optimizer Adam, 20 epoch, batch size 32).

Dưới đây là mô tả chi tiết và cấu hình của từng mô hình:

### *3.6.1 Hồi quy logistic*

Hồi quy logistic là mô hình phân loại tuyến tính phổ biến, sử dụng hàm **sigmoid (logistic)** để ước tính xác suất một quan sát thuộc về lớp “vỡ nợ” (nhãn 1). Mô hình này giả định mối quan hệ tuyến tính giữa các biến đầu vào và logit của xác suất kết quả.

Hệ số đầu ra của hồi quy logistic dễ diễn giải, cho biết mức độ ảnh hưởng của mỗi đặc trưng đến xác suất vỡ nợ.

Trong thực nghiệm, chúng tôi sử dụng biến thể logistic với:

* **Regularization L2 (Ridge)** để tránh overfitting
* **Solver: liblinear** – thuật toán tối ưu phù hợp cho bài toán phân loại nhị phân với L2 trên tập dữ liệu cỡ vừa
* **Các tham số khác** sử dụng giá trị mặc định trong thư viện scikit-learn

### *3.6.2 Cây quyết định*

Cây quyết định là một mô hình phân loại dựa trên cấu trúc cây nhị phân, trong đó dữ liệu được phân tách theo các điều kiện trên thuộc tính. Mô hình này có ưu điểm là dễ hiểu và giải thích: ta có thể trực quan hóa cây để thấy được logic ra quyết định dựa trên các đặc trưng.

Tuy nhiên, cây quyết định đơn lẻ có thể dễ bị overfit nếu không được tỉa (*prune*) hoặc giới hạn độ phức tạp. Do đó, chúng tôi giới hạn độ sâu tối đa của cây ở mức 6 (max\_depth = 6) nhằm kiểm soát độ phức tạp, ngăn việc cây phân chia quá chi tiết theo dữ liệu huấn luyện.

Tiêu chí chọn điểm chia tại mỗi nút là chỉ số Gini (mặc định trong scikit-learn). Các tham số khác giữ mặc định.

Mô hình Decision Tree được huấn luyện trên tập huấn luyện đã cân bằng (sau SMOTE). Với cấu hình này, cây quyết định có thể học được các quy tắc phân loại tổng quát, đồng thời tránh được việc quá khớp với nhiễu của dữ liệu.

### *3.6.3 Random Forest*

Rừng ngẫu nhiên (*Random Forest*) là mô hình ensemble (tập hợp) gồm nhiều cây quyết định, giúp cải thiện độ chính xác và tính tổng quát so với một cây đơn lẻ.

Ý tưởng của Random Forest là xây dựng nhiều cây quyết định độc lập trên các mẫu dữ liệu con (được lấy ngẫu nhiên có hoàn lại từ tập huấn luyện – *bootstrap*) và chỉ sử dụng một tập ngẫu nhiên các đặc trưng tại mỗi lần chia nhánh.

Cách làm này giúp các cây trong rừng đa dạng và ít tương quan với nhau, từ đó khi lấy trung bình phiếu bầu (hoặc đa số phiếu) của các cây, sai số chung sẽ giảm đi (giảm phương sai).

Trong triển khai, chúng tôi sử dụng 100 cây quyết định (n\_estimators = 100) trong rừng – số lượng cây đủ lớn để mô hình hội tụ ổn định. Mỗi cây được giới hạn độ sâu tự động tùy theo dữ liệu (hoặc có thể sử dụng tham số mặc định của thư viện, thường cho phép cây phát triển cho đến khi lá thuần nhất hoặc số mẫu lá tối thiểu).

* Tiêu chí chia nhánh: Gini (mặc định)
* Tập dữ liệu: Đã cân bằng bằng SMOTE

Mô hình này kỳ vọng sẽ cho độ chính xác caovàkhả năng tổng quát tốt, do kết hợp được sức mạnh của nhiều mô hình cơ bản.

Tuy nhiên, nhược điểm là khó diễn giải hơn so với một cây đơn lẻ, và thời gian huấn luyện – dự đoán cũng lâu hơn (nhưng với 100 cây và dữ liệu ~30.000 mẫu thì vẫn chấp nhận được).

### *3.6.4 Máy vector hỗ trợ (SVM)*

Máy Vector Hỗ trợ (*Support Vector Machine - SVM*) là một thuật toán học máy giám sát mạnh mẽ cho bài toán phân loại, đặc biệt hiệu quả trong các không gian đặc trưng có kích thước lớn. SVM tìm kiếm một siêu phẳng (hyperplane) tối ưu để phân tách hai lớp dữ liệu, sao cho khoảng cách biên (margin) giữa các điểm dữ liệu gần nhất của hai lớp và siêu phẳng là lớn nhất.

Trong nghiên cứu này, chúng tôi thử nghiệm hai biến thể **SVM** vớihàm kernel khác nhau:

* **SVM tuyến tính**: sử dụng kernel tuyến tính (*linear*), tương đương với việc tìm một hyperplane trong không gian ban đầu. Mô hình này đơn giản và hiệu quả khi dữ liệu có thể phân tách tuyến tính (sau khi đã chuẩn hóa và biến đổi thích hợp).
* **SVM phi tuyến (kernel RBF)**: sử dụng hàm kernel Gauss RBF (*Radial Basis Function*) để ánh xạ dữ liệu vào không gian đặc trưng phi tuyến cao hơn, cho phép phân tách những trường hợp mà trong không gian gốc không tuyến tính được. Kernel RBF thường hiệu quả trên nhiều dạng dữ liệu nhưng cần chọn tham số gamma phù hợp.

Cả hai mô hình SVM đều được huấn luyện với dữ liệu đã chuẩn hóa **Z-score** (điều kiện tiên quyết để SVM tối ưu tốt). Chúng tôi sử dụng các tham số **SVM** mặc định của scikit-learn (ví dụ C = 1.0 cho độ mềm của margin).

Mục đích của việc huấn luyện cả **SVM tuyến tính và SVM RBF** là để so sánh:

* Nếu dữ liệu không quá phi tuyến, **SVM** tuyến tính có thể đủ tốt
* Ngược lại, **SVM** với **kernel RBF** có thể nắm bắt quan hệ phức tạp hơn giữa các biến

Tuy nhiên, **SVM** trên tập dữ liệu lớn có thể đòi hỏi thời gian tính toán cao, do đó chúng tôi cần cân nhắc giữa độ chính xác và hiệu năng khi so sánh kết quả.

### 3.6.5 Mạng nơ-ron nhân tạo (Neural Network)

Mạng nơ-ron nhân tạo (ANN) là một mô hình học sâu (deep learning) phổ biến, mô phỏng cấu trúc các tế bào thần kinh liên kết.  
Trong bài toán này, chúng tôi xây dựng một mạng nơ-ron dạng feed-forward (mạng truyền thẳng) với 2 lớp ẩn để dự đoán khả năng vỡ nợ.

Cấu trúc tổng quát của mạng như sau:

* Lớp đầu vào gồm 13 neuron tương ứng với 13 đặc trưng đã chuẩn hóa.
* Tiếp đó là 2 lớp ẩn.
* Cuối cùng là một neuron đầu ra cho dự đoán nhãn (0/1).

Các lớp ẩn sử dụng hàm kích hoạt ReLU (Rectified Linear Unit) – đây là hàm kích hoạt phi tuyến phổ biến, giúp mạng học được các quan hệ phức tạp và giảm thiểu hiện tượng vanishing gradient trong quá trình huấn luyện.  
Lớp đầu ra dùng hàm sigmoid để đưa ra xác suất của lớp “vỡ nợ” (giá trị trong khoảng 0 đến 1).  
Quyết định dùng sigmoid ở đầu ra phù hợp với bài toán nhị phân và cho phép chúng tôi ngưỡng xác suất để phân loại.

Mô hình mạng nơ-ron được hiện thực hóa bằng thư viện Keras (chạy trên backend TensorFlow).  
Hàm mất mát sử dụng để huấn luyện là binary cross-entropy (độ lệch chuẩn binary), phù hợp cho bài toán phân loại nhị phân.  
Quá trình tối ưu trọng số sử dụng thuật toán Adam (Adaptive Moment Estimation) – một phương pháp gradient descent tối ưu hiện đại, tự điều chỉnh tốc độ học (learning rate) cho mỗi tham số.

Chúng tôi huấn luyện mạng trong 20 epoch (20 lượt qua toàn bộ dữ liệu huấn luyện) với batch size = 32.  
Với kích thước dữ liệu huấn luyện (~30k mẫu) và batch 32, mỗi epoch sẽ gồm khoảng 926 bước cập nhật.  
Sau 20 epoch, mạng thường đã hội tụ hoặc cải thiện chậm, do đó chúng tôi giới hạn tại đó để tránh overfitting.

Trong quá trình huấn luyện, chúng tôi có thể tách một phần nhỏ dữ liệu huấn luyện làm tập validation để theo dõi hiệu năng và áp dụng kỹ thuật dừng sớm (early stopping) nếu cần, tuy nhiên chi tiết này tùy thuộc quá trình tinh chỉnh mô hình.

Kết quả cuối cùng của mô hình mạng nơ-ron sẽ được so sánh với các mô hình truyền thống ở trên để đánh giá liệu mô hình học sâu có mang lại lợi ích đáng kể cho bài toán dự báo vỡ nợ hay không.

## **3.7 Đánh giá mô hình**

Để đánh giá hiệu quả của các mô hình đã xây dựng, chúng tôi áp dụng các thước đo đánh giá phổ biến cho bài toán phân loại nhị phân, bao gồm: **Accuracy**, **Precision**, **Recall** và **F1-score**.

Các chỉ số này được tính dựa trên ma trận kết quả **(confusion matrix)** của mô hình trên **tập kiểm tra** (20% dữ liệu chưa được nhìn thấy trong quá trình huấn luyện).  
Dưới đây là định nghĩa ngắn gọn của từng chỉ số:

* **Accuracy (Độ chính xác)**: Tỷ lệ dự đoán đúng trên tổng số mẫu kiểm tra.  
  Công thức:
* Trong đó:
  + TP: True Positive – dự đoán vỡ nợ và thực tế vỡ nợ
  + TN: True Negative – dự đoán không vỡ nợ và thực tế không vỡ nợ
  + FP: False Positive – dự đoán vỡ nợ nhưng thực tế trả đủ
  + FN: False Negative – dự đoán không vỡ nợ nhưng thực tế bị vỡ nợ
* **Precision (Độ chính xác dự đoán dương)**: Tỷ lệ mẫu dự đoán vỡ nợ (dương tính) thực sự đúng là vỡ nợ.
* Precision cao nghĩa là ít báo động nhầm.
* **Recall (Độ nhạy, TPR)**: Tỷ lệ mẫu vỡ nợ thực sự được mô hình dự đoán đúng.
* Recall cao nghĩa là mô hình ít bỏ sót các trường hợp vỡ nợ.
* **F1-score**: Trung bình điều hòa của Precision và Recall.
* F1-score cung cấp một chỉ số cân bằng, hữu ích khi muốn đánh giá tổng quát hơn trong trường hợp dữ liệu mất cân bằng.

Sau khi huấn luyện, chúng tôi sẽ áp dụng mỗi mô hình trên tập kiểm tra để tạo dự đoán, sau đó tính các chỉ số trên.  
Kết quả các mô hình sẽ được so sánh dựa trên những thước đo này.

Đáng chú ý, trong bài toán dự báo rủi ro tín dụng, việc đánh đổi giữa Precision và Recall cần được cân nhắc kỹ.

Thông thường, Recall được coi là quan trọng hơn Precision trong ngữ cảnh này.

Lý do là một false negative (FN) – tức một khoản vay thực tế sẽ vỡ nợ nhưng mô hình dự đoán nhầm là “an toàn” – có thể gây thiệt hại nghiêm trọng (ngân hàng cấp khoản vay mà không thu hồi được nợ, mất vốn).

Ngược lại, một false positive (FP) – khoản vay thực tế trả đủ nhưng bị mô hình dự đoán nhầm là sẽ vỡ nợ và có thể bị từ chối – tuy gây mất cơ hội hoặc làm khách hàng không hài lòng, nhưng không gây thiệt hại trực tiếp lớn bằng việc mất vốn.

Do đó, việc ưu tiên Recall (tức cố gắng phát hiện đầy đủ các trường hợp rủi ro) giúp tổ chức tín dụng giảm thiểu rủi ro và bảo vệ tài sản tốt hơn.

Nói cách khác, mô hình dự báo vỡ nợ nên hạn chế bỏ sót các trường hợp vỡ nợ (tăng Recall), dù có thể phải chấp nhận một tỷ lệ nào đó các báo động giả (giảm Precision).

Tất nhiên, chúng tôi vẫn xem xét cả hai chỉ số cùng với F1-score để có cái nhìn toàn diện, nhưng Recallsẽ được nhấn mạnh hơn trong việc lựa chọn mô hình tối ưu cho bài toán.

# Chương 4: KẾT QUẢ VÀ THẢO LUẬN

## **4.1 Kết quả thực nghiệm**

Bảng tổng hợp kết quả:

| Thuật toán | Accuracy | Precision | Recall | F1-Score |
| --- | --- | --- | --- | --- |
| Logistic Regression | 0.82 | 0.88 | 0.87 | 0.87 |
| Decision Tree | 0.73 | 0.82 | 0.80 | 0.81 |
| Random Forest | 0.85 | 0.88 | 0.90 | 0.89 |
| SVM (RBF Kernel) | 0.82 | 0.86 | 0.90 | 0.88 |
| SVM (Linear Kernel) | 0.82 | 0.84 | 0.92 | 0.88 |
| Neural Network (Keras) | 0.84 | 0.88 | 0.90 | 0.89 |

Nhìn vào bảng kết quả, có thể thấy:

* Random Forest đạt độ chính xác (Accuracy) cao nhất, đồng thời có F1-Score = 0.89 – cao nhất trong tất cả các mô hình.
* Neural Network (mạng nơ-ron) cũng cho kết quả rất tốt với F1-Score = 0.89, tương đương Random Forest, và Accuracy = 0.84.
* SVM: cả hai phiên bản SVM tuyến tính và SVM RBF đều đạt F1-Score = 0.88, chỉ kém nhẹ so với Random Forest và ANN. Đặc biệt, SVM tuyến tính có Recall cao nhất (0.92) trong các mô hình

– mô hình này nhận diện được nhiều nhất các trường hợp vỡ nợ, dù Precision của nó chỉ 0.84.

* Logistic Regression đạt F1-Score = 0.87 – một kết quả khá tốt đối với mô hình tuyến tính đơn giản, cho thấy hồi quy logistic vẫn là baseline mạnh. Precision của logistic cao (0.88) nhưng recall hơi thấp hơn (0.87) so với các mô hình phức tạp hơn.
* Decision Tree có hiệu năng thấp nhất trong các mô hình: Accuracy chỉ 0.73 và F1-Score = 0.81. Mô hình cây đơn cho thấy hạn chế khi so sánh với các mô hình khác, dù Precision không quá tệ (0.82) nhưng Recall thấp nhất (0.80), nghĩa là bỏ sót khá nhiều trường hợp vỡ nợ.

## **4.2 So sánh hiệu năng các mô hình**

Dựa trên kết quả trên, chúng tôi phân tích cụ thể ưu nhược điểm của từng mô hình trong bối cảnh bài toán:

**Random Forest**: Đây là mô hình có hiệu năng cao nhất trên tập kiểm tra, với Accuracy đạt 0.85 và F1-Score 0.89. Random Forest đạt sự cân bằng tốt giữa Precision (0.88) và Recall (0.90), cho thấy vừa hạn chế được báo động giả, vừa phát hiện hầu hết các khoản vay rủi ro. Ưu điểm của Random Forest là khả năng giảm overfitting so với cây quyết định đơn, đồng thời tận dụng được sức mạnh kết hợp của nhiều mô hình. Kết quả này khẳng định Random Forest rất phù hợp cho bài toán, khi dữ liệu có nhiều đặc trưng phức tạp mà một cây đơn khó nắm bắt hết.

**Neural Network (Keras)**: Mạng nơ-ron đạt F1-Score 0.89, ngang ngửa với Random Forest, và Recall cao (0.90) – nghĩa là mô hình rất nhạy trong việc phát hiện khoản vay xấu. Điều này cho thấy với dữ liệu đã được xử lý tốt (chuẩn hóa, cân bằng), mạng nơ-ron có thể học được các quan hệ phức tạp ẩn trong dữ liệu. Tuy nhiên, nhược điểm là mô hình hoạt động như một “hộp đen”, rất khó giải thích tại sao một khoản vay bị dự đoán vỡ nợ (mạng không cung cấp lý do rõ ràng như cây quyết định hoặc trọng số đặc trưng như logistic).

**Support Vector Machine (SVM)**: Cả hai phiên bản SVM đều cho F1-Score ~0.88. SVM với kernel phi tuyến (RBF) xử lý tốt biên phân cách phi tuyến, trong khi SVM tuyến tính lại đạt Recall cao nhất (0.92) trong số các mô hình. Điều này gợi ý rằng SVM tuyến tính cực kỳ hữu ích nếu mục tiêu đặt ra là giảm thiểu tối đa việc bỏ sót các khoản vay rủi ro (coi trọng Recall). Tuy nhiên, cái giá phải trả là Precision của SVM tuyến tính thấp nhất (0.84), nghĩa là cảnh báo nhầm nhiều hơn các mô hình khác. Ngoài ra, trong quá trình huấn luyện, SVM (đặc biệt là RBF) mất nhiều thời gian hơn so với các mô hình còn lại do tập dữ liệu khá lớn.

**Decision Tree**: Đây là mô hình kém hiệu quả nhất trong thí nghiệm, với Accuracy chỉ 0.73 và F1-Score 0.81. Precision của cây quyết định tương đối cao (0.82) – tức mô hình đưa ra các dự báo vỡ nợ khá thận trọng, ít nhầm lẫn – nhưng Recall thấp (0.80) cho thấy cây bỏ sót nhiều khoản vay xấu. Mô hình cây có ưu điểm về mặt dễ hiểu (có thể trích xuất các quy tắc if-then đơn giản), nhưng nhược điểm cố hữu là dễ overfit và thiếu ổn định. Trong thí nghiệm, chúng tôi có giới hạn độ sâu cây, nhưng có lẽ do bản chất dữ liệu phức tạp, một cây duy nhất không đủ sức mô tả, dẫn đến hiệu năng thấp nhất.

**Logistic Regression**: Mặc dù là mô hình đơn giản nhất, Logistic Regression cho kết quả khá tốt (F1 = 0.87) – chỉ thấp hơn khoảng 0.02 so với Random Forest và ANN. Precision đạt 0.88 và Recall 0.87, cho thấy mô hình logistic đưa ra quyết định khá cân bằng giữa hai loại lỗi. Điều này có nghĩa là logistic có xu hướng thận trọng (độ chính xác cao) nhưng đồng thời vẫn tìm được phần lớn các trường hợp vỡ nợ. Tuy nhiên, do giả định tuyến tính, mô hình này có thể bỏ lỡ các quan hệ phi tuyến giữa đặc trưng và khả năng vỡ nợ. Logistic Regression tỏ ra phù hợp nếu ưu tiên một mô hình đơn giản, dễ triển khai và giải thích trực quan (ví dụ: trong môi trường yêu cầu giải trình rõ ràng, logistic có lợi thế về interpretability).

Tóm lại, Random Forest được đánh giá là mô hình tốt nhất trong bài toán này, xét trên cả hiệu năng dự báo và tính ổn định. Neural Network và SVM cũng cho kết quả rất cao, chứng tỏ những phương pháp hiện đại này có thể bắt kịp Random Forest khi dữ liệu được xử lý phù hợp. Logistic Regression vượt kỳ vọng khi vẫn giữ hiệu năng khá dù đơn giản. Decision Tree cá biệt cho thấy hiệu quả kém, củng cố quan điểm rằng việc dùng một mô hình ensemble như Random Forest sẽ cải thiện đáng kể so với dùng một cây đơn lẻ.

# **Chương 5: KẾT LUẬN VÀ KIẾN NGHỊ**

## **5.1 Kết luận**

Trong nghiên cứu này, chúng tôi đã triển khai và so sánh hiệu năng của sáu thuật toán học máy – Logistic Regression, Decision Tree, Random Forest, Support Vector Machine (kernel tuyến tính và kernel RBF), và Neural Network – trong nhiệm vụ phân loại các khoản vay có khả năng không được hoàn trả đầy đủ (vỡ nợ). Dữ liệu thực nghiệm gồm 37 nghìn khoản vay với đầy đủ các thông tin đặc trưng về người vay và khoản vay. Các bước tiền xử lý như chuẩn hóa đặc trưng và dùng SMOTE để cân bằng lớp đã được áp dụng nhằm đảm bảo điều kiện huấn luyện tốt nhất cho các mô hình.

Kết quả thực nghiệm cho thấy **Random Forest** là mô hình hoạt động hiệu quả nhất trên tập dữ liệu kiểm tra, đạt Accuracy 0.85 và F1-Score 0.89. Đây cũng là mô hình cân bằng tốt nhất giữa Precision (0.88) và Recall (0.90), tức vừa hạn chế cảnh báo nhầm vừa phát hiện hầu hết các khoản vay rủi ro.

**Neural Network (Keras)** đạt F1-Score tương đương (0.89), với khả năng phát hiện khoản vay xấu rất mạnh (Recall 0.90), chứng tỏ hiệu quả của mô hình này trong việc xử lý các quan hệ phi tuyến phức tạp trong dữ liệu.

**SVM** (cả kernel tuyến tính và RBF) cũng hoạt động tốt với F1-Score 0.88 cho cả hai trường hợp. Đặc biệt, **SVM tuyến tính** đạt Recall cao nhất (0.92), phù hợp nếu mục tiêu là giảm thiểu tối đa việc bỏ sót các khoản vay rủi ro.

**Logistic Regression** cho kết quả khá ổn (F1-Score 0.87) đối với một mô hình tuyến tính đơn giản, tuy nhiên mô hình này có giới hạn khi dữ liệu mang tính phi tuyến rõ rệt.

**Decision Tree** có hiệu năng thấp nhất (F1-Score 0.81) và dễ bị overfit nếu không được kiểm soát độ sâu, điều này phù hợp với kỳ vọng do mô hình cây đơn lẻ kém mạnh mẽ hơn so với các phương pháp khác.

Lý do chọn Random Forest làm mô hình tối ưu:

* **Random Forest** kết hợp nhiều cây quyết định và sử dụng kỹ thuật lấy mẫu ngẫu nhiên (bagging), giúp giảm phương sai, tăng tính ổn định của dự báo và hạn chế overfitting so với một cây đơn lẻ.
* Mô hình không đòi hỏi giả định tuyến tính giữa các biến đầu vào và đầu ra, do đó phù hợp với dữ liệu phi tuyến – đặc biệt trong trường hợp quan hệ giữa các đặc trưng tín dụng và rủi ro vỡ nợ có thể rất phức tạp, phi tuyến tính.
* **Random Forest** duy trì hiệu năng tốt kể cả khi có nhiều đặc trưng hoặc dữ liệu nhiễu, nhờ cơ chế trung bình hóa kết quả của nhiều mô hình con (mỗi cây quyết định chỉ “nhìn” một phần dữ liệu và tập đặc trưng).
* Mặc dù là mô hình ensemble “hộp đen”, Random Forest vẫn có thể cung cấp một số thông tin giải thích, chẳng hạn như mức độ quan trọng của từng đặc trưng (feature importance) thông qua việc đo lường giảm độ lỗi do mỗi đặc trưng mang lại.

Từ những kết quả và phân tích trên, có thể kết luận rằng Random Forest nổi trội hơn các mô hình còn lại cho bài toán phân loại rủi ro khoản vay trong phạm vi dữ liệu và điều kiện thí nghiệm đã thực hiện. Mô hình mạng nơ-ron và SVM cũng chứng tỏ hiệu quả cao, nhưng xét về độ ổn định và dễ sử dụng, Random Forest là lựa chọn phù hợp và cân bằng nhất.

## **5.2 Kiến nghị**

Dựa trên kết quả nghiên cứu, chúng tôi đưa ra một số kiến nghị như sau:

* **Ứng dụng mô hình trong thực tế**: Đối với các hệ thống chấm điểm tín dụng hoặc quản trị rủi ro khoản vay, nên ưu tiên triển khai mô hình Random Forest hoặc Neural Network nhằm đạt độ chính xác phân loại cao và ổn định. Hai mô hình này có khả năng nhận diện tốt các khoản vay rủi ro, giúp tổ chức tín dụng có biện pháp phòng ngừa kịp thời (ví dụ: thắt chặt điều kiện cho vay đối với hồ sơ có rủi ro cao, yêu cầu tài sản đảm bảo, v.v.).
* **Lựa chọn mô hình tùy tình huống**: Trong trường hợp yêu cầu hệ thống triển khai nhanh và có khả năng giải thích trực quan (ví dụ: môi trường đòi hỏi tuân thủ giải trình với quy định), Logistic Regression vẫn là lựa chọn phù hợp. Mặc dù độ chính xác không cao bằng các mô hình phức tạp, logistic đơn giản, dễ hiểu và dễ bảo trì. Tương tự, nếu mục tiêu kinh doanh đặt nặng việc không bỏ sót khách hàng rủi ro, có thể cân nhắc sử dụng SVM tuyến tính do mô hình này cho Recall rất cao (đổi lại cần chấp nhận một tỷ lệ báo động nhầm nhất định).
* **Mở rộng nghiên cứu**: Nghiên cứu có thể được mở rộng bằng cách thử thêm các mô hình nâng cao như thuật toán Gradient Boosting (ví dụ: XGBoost, LightGBM), vốn nổi tiếng với hiệu năng cao trong các cuộc thi phân tích dữ liệu. Những mô hình boosting có thể khắc phục một số hạn chế của Random Forest bằng cách tập trung vào các mẫu khó. Bên cạnh đó, việc tinh chỉnh siêu tham số (hyperparameter tuning) cho các mô hình hiện tại cũng là hướng quan trọng để cải thiện thêm hiệu năng – chẳng hạn tối ưu số lượng cây và độ sâu trong Random Forest, hoặc kiến trúc mạng nơ-ron.
* **Bổ sung dữ liệu và đặc trưng**: Để tăng cường sức mạnh dự báo, có thể xem xét tích hợp thêm các đặc trưng mới hoặc nguồn dữ liệu khác vào mô hình. Ví dụ: dữ liệu kinh tế vĩ mô (tình hình thị trường, lãi suất chung), thông tin định tính về người vay (mức độ uy tín, lịch sử giao dịch khác) có thể ảnh hưởng đến xác suất vỡ nợ. Việc kết hợp các yếu tố này (nếu thu thập được) có thể giúp mô hình toàn diện hơn.
* **Cân nhắc giữa Precision và Recall**: Tùy theo chiến lược quản trị rủi ro của tổ chức, có thể ưu tiên mô hình với Precision cao (ít báo động giả, tránh từ chối oan các khách hàng tốt) hoặc Recall cao (ưu tiên phát hiện tối đa rủi ro, chấp nhận từ chối nhầm một số khách hàng). Ví dụ, nếu tổn thất từ một khoản vay vỡ nợ lớn hơn nhiều so với lợi nhuận bỏ lỡ từ một khoản vay bị từ chối nhầm, thì nên ưu tiên mô hình có Recall cao. Ngược lại, nếu muốn mở rộng danh mục cho vay và chấp nhận rủi ro hơn, mô hình có Precision cao sẽ phù hợp.

**Tóm lại**, nghiên cứu đã cho thấy tiềm năng của các thuật toán ML trong việc dự đoán rủi ro tín dụng. Random Forest nổi lên như một giải pháp hứa hẹn với hiệu suất cao và dễ triển khai. Để tiếp tục nâng cao kết quả, các nhà nghiên cứu và thực hành có thể thử nghiệm các kỹ thuật tiên tiến hơn và bổ sung phạm vi dữ liệu lớn hơn. Việc lựa chọn thuật toán ML phù hợp cần dựa vào mục tiêu bài toán (ưu tiên Recall, Precision hay F1), tính chất dữ liệu, yêu cầu diễn giải và khả năng triển khai trong môi trường thực tế.
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