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| **一、实验目的：**   1. 加强对Cache工作原理的理解； 2. 体验程序中访存模式变化是如何影响cache效率进而影响程序性能的过程； 3. 学习在X86真实机器上通过调整程序访存模式来探测多级cache结构以及TLB的大小。 |
| **二、实验环境**  X86真实机器。 |
| **三、实验内容和步骤**  **1、分析Cache访存模式对系统性能的影响**   * 1. 给出一个矩阵乘法的普通代码A，设法优化该代码，从而提高性能。   2. 改变矩阵大小，记录相关数据，并分析原因。   **2、编写代码来测量x86机器上（非虚拟机）的Cache 层次结构和容量**   1. 设计一个方案，用于测量x86机器上的Cache层次结构，并设计出相应的代码； 2. 运行你的代码获得相应的测试数据； 3. 根据测试数据来详细分析你所用的x86机器有**几级Cache**，**各自容量**是多大？ 4. 根据测试数据来详细分析**L1 Cache行**有多少？   **3、尝试测量你的x86机器TLB有多大？（选作）** |
| **四、实验结果及分析**  **1、分析Cache访存模式对系统性能的影响**  如图1所示，分析未进行优化的原始代码可知，在进行矩阵乘法的时候，对矩阵b进行元素访问的时候是按照列取元素相乘，而Cache访存模式是取出局部顺序存取数据备用，所以会比较慢。    图1  所以可以修改一下代码，如图2所示，将b矩阵存储改为转置矩阵存储，这样在对矩阵b进行元素访问的时候就可以按照行取元素相乘，从而利用cache顺序存取的特点。    图2  将优化后的代码文件另存为optimization.c文件保存好。下面开始测试。  首先运行未优化的矩阵乘法代码，测试结果如图3所示。    图3  然后运行优化过的矩阵乘法代码，测试结果如图4所示。    图4  具体数据如表1所示，其中加速比=优化前系统耗时/优化后系统耗时，加速比越高，表明优化效果越明显。  表1普通矩阵乘法与及优化后矩阵乘法之间的性能对比    对比图如图5所示，可见随着数据规模的增大，矩阵乘法优化的效果越明显。  图5  加速比的变化情况如图6所示，可知随着矩阵的增大，优化的效果越明显。  图6  **分析原因：**  在计算矩阵乘法时，按行读取元素比按列读取元素更快的原因与CPU缓存有关。  当我们按行读取矩阵时，由于相邻的元素在内存中是连续存放的，因此这些元素都能被缓存在同一个缓存行中。因此，当我们读取第一个元素时，它会将其余元素所在缓存行一起加载到CPU缓存中，这样一来，当我们接下来需要读取这些元素时，它们已经位于缓存中了，不需要再次从内存中读取，因此可以大大提高运算速度。  相比之下，按列读取矩阵时，由于相邻的元素并不在同一个缓存行中，因此每次读取元素时都需要从内存中读取，这会导致频繁的访存操作，从而降低运算速度。  因此，按行读取矩阵能够更充分利用CPU的缓存机制，提高矩阵乘法的计算效率。  **2、测量分析出Cache 的层次结构、容量以及L1 Cache行有多少？**   1. **实验原理**   现代CPU通常拥有三级缓存，分别是L1缓存、L2缓存和L3缓存。L1缓存是CPU中距离处理器最近的一个缓存，由于其接近CPU，因此访问速度非常快。相比之下，L2和L3缓存则较远离CPU，因此访问速度会慢一些。   1. **测量方案及代码**    1. **测量cache的层次结构和容量**   我们可以通过测量随机访问不同大小的内存空间的时间来测量cache的层次结构和容量，具体来说，我们先准备好一系列大小的内存空间，如图7所示。    图7  然后，进行内存随机访问一千万次，记录访问的时间，如图8所示。    图8   * 1. **测量L1Cache行大小**   在L1的高速缓存中以不同的步长顺序访问内存，记录访问的时间，具体来说，先设定好高速缓存的大小和不同的步长，如图9所示。    图9  然后以不同的步长顺序访问L1的高速缓存空间，记录访问的时间，如图10所示。    图10   1. **测试结果**    1. Cache层级结构和容量测试结果如图11所示。     图11   * 1. ② Cacheline缓存行大小测试结果如图12所示。     图12   1. **分析过程；**   随机访存的耗时结果如图13所示，从中可以看出L1缓存的大小大概在512KB左右，L2缓存的大小大概在4MB到8MB之间，L3缓存的大小大概在16MB到18MB左右。    图18  不同步长的访问耗时结果如图14所示，当步长在cache line之外时访问耗时增加，由图可知，L1的缓存行大小大概在64B到96B之间。    图14   1. **验证实验结果**   如图15所示，查看任务管理器的CPU参数可知，L1缓存的大小为512KB，L2缓存大小为4.0MB，L3缓存的大小为16.0MB，这与我们测量的基本相符。    图15  如图16所示，使用CPU-Z软件查看我们的电脑CPU缓存可知，L1缓存行的大小为64B，这也与我们测量出的结果基本相符。    图16 |
| **五、实验结论与心得体会**  本次实验的目的是加强对Cache工作原理的理解，体验程序中访存模式变化是如何影响cache效率进而影响程序性能的过程，以及学习在X86真实机器上通过调整程序访存模式来探测多级cache结构。  在本次实验中，我们首先对矩阵乘法的代码进行了优化，我们发现，随着矩阵规模的增大，按列读取矩阵时，由于相邻的元素并不在同一个缓存行中，所以每次读取元素都需要从内存中读取，导致频繁的访存操作，从而降低了计算速度。因此，我们可以改成按行读取元素，当我们按行读取矩阵时，由于相邻的元素在内存中是连续存放的，因此这些元素都能被缓存在同一个缓存行中。因此，当我们读取第一个元素时，它会将其余元素所在缓存行一起加载到CPU缓存中，这样一来，当我们接下来需要读取这些元素时，它们已经位于缓存中了，不需要再次从内存中读取，因此可以大大提高运算速度。  接着，我们编写了测量Cache层次结构和容量的代码，并运行该代码以获取相应的测试数据。我们根据测试数据分析所使用的X86机器有几级Cache，各自容量是多少。通过分析和验证后，我们可以确定L1 Cache的容量为512KB，L2 Cache的容量为4MB，L3 Cache的容量为16MB。最后，我们确认了L1 Cache的行大小为64B。  通过本次实验，我们深入了解了Cache的工作原理及运作方式，并探究了程序中访存模式变化对Cache效率和性能的影响。此外，我们还学会了在X86真实机器上通过编写程序来访存探测多级cache结构以及缓存行的大小，这对于进一步深入理解计算机体系结构以及代码优化具有重要意义。 |
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