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1. 任务描述
2. 赛题背景

随着各种社交平台的兴起，网络上用户的生成内容越来越多，产生大量的文本信息，如

新闻、微博、博客等，面对如此庞大且富有情绪表达的文本信息，完全可以考虑通过探

索他们潜在的价值为人们服务。因此近年来情绪分析受到计算机语言学领域研究者们的

密切关注，成为一项进本的热点研究任务。

本赛题目标为在庞大的数据集中精准的区分文本的情感极性，情感分为正中负三类。面

对浩如烟海的新闻信息，精确识别蕴藏在其中的情感倾向。

1. 任务要求

对官方提供的新闻数据进行情感极性分类，其中正面情绪对应0，中性情绪对应1以及

负面情绪对应2。根据提供的训练数据，通过算法或模型判断出测试集中新闻的情感极

性。

1. 数据描述

数据包由两个csv文件组成：第一个是Train\_Dataset，包含7360条新闻的id号，新闻标题和新闻内容。第二个是Train\_Dataset\_Label，包含了Dataset中新闻的id号，以其新闻的情感得分（用0，1，2表示）。

1. 实施方案

该问题实质上为对信息的分类处理，所以核心内容是使用一个合适的分类器。其次，由

于新闻是由文本构成的语言，一条新闻的情感通常可以由文本中词语的情感性决定。于

是，另一个重要的内容是如何将数据进行预处理，即删除无用文字，并将新闻文本切分

成一个个中文词语。

1. 数据预处理

观察训练集中新闻的内容，发现新闻文本乱七八糟，有各种不属于中文词库的符号。所以预处理的第一步就是将不属于中文的文本删除（包括各种标点符号）。预处理的第二步是将修正后的文本进行词语的切分，从而将一整段话切分为一个个词语。

1. 分类器选择

情感标签有三种赋值：积极、中立和消极。于是所有的二分类器就不可以使用，比如标准意义下的SVM支持向量机等。考虑到运行时间和效率，我们将选择朴素贝叶斯分类器作为首选（事实上，测试结果也表明朴素贝叶斯分类器是效率和正确率均较高的分类器）

1. 具体实现

实现细节，模型设计和选择，数据预处理方式

以下是整个处理过程的具体实现：

1. 数据清理

对非中文无用数据的清理，需要将以下类别的数据从训练集和测试集中清除：

html  = re.compile('<.\*?>')

    http  = re.compile(r'http[s]?://(?:[a-zA-Z]|[0-9]|[$-\_@.&+]|[!\*\(\),]|(?:%[0-9a-fA-F][0-9a-fA-F]))+')

    src   = re.compile(r'\b(?!src|href)\w+=[\'\"].\*?[\'\"](?=[\s\>])')

    space = re.compile(r'[\\][n]')

    ids   = re.compile('[(]["微信"]?id:(.\*?)[)]')

    wopen = re.compile('window.open[(](.\*?)[)]')

    english = re.compile('[a-zA-Z]')

    others= re.compile(u'[^\u4e00-\u9fa5\u0041-\u005A\u0061-\u007A\u0030-\u0039\u3002\uFF1F\uFF01\uFF0C\u3001\uFF1B\uFF1A\u300C\u300D\u300E\u300F\u2018\u2019\u201C\u201D\uFF08\uFF09\u3014\u3015\u3010\u3011\u2014\u2026\u2013\uFF0E\u300A\u300B\u3008\u3009\!\@\#\$\%\^\&\\*\(\)\-\=\[\]\{\}\\\|\;\'\:\"\,\.\/\<\>\?\/\\*\+\\_"\u0020]+')

需要将html链接、数据来源、用户名、英语字符和其他单个非中文字符清除，采用以

上正则表达式描述需要删除的类别，配合sub命令将其从训练集和数据集中删除。

1. 数据划分

数据划分使用的库为jieba分词，具体的操作如下：

if \_\_name\_\_ =='\_\_main\_\_':

    jieba.load\_userdict('dict.txt')

    jieba.enable\_parallel(2)

    print("Processing: cutting train data...")

    cut\_Train\_Data = cutData('Train/preprocessed\_train\_data.csv')

    cut\_Train\_Data.to\_csv('Train/preprocessed\_train\_data.csv')

    print("Processing: cutting test data...")

    cut\_Test\_Data = cutData('Test/Test\_DataSet\_P.csv')

    cut\_Test\_Data.to\_csv('Test/result.csv')

我们使用的词典并非jieba的内置词典，而是用户自定义词典dict.txt，分词过程开双线程优化。

分词函数cutData的定义：

def cutData(filePath):

    cutData = pd.read\_csv(filePath,index\_col=0)

    cutData['title'] = pd.DataFrame(cutData['title'].astype(str))

    cutData['title'] = cutData['title'].apply(lambda x: cut\_char(x))

    cutData['content'] = pd.DataFrame(cutData['content'].astype(str))

    cutData['content'] = cutData['content'].apply(lambda x: cut\_char(x))

    cutData['combine'] = cutData['content']+'/'+70\*(cutData['title']+'/')

    print(cutData.head())

    return cutData

分别对数据集的title和content进行分词，并在处理结束之后将二者重新拼接，中间用“/”隔开。在后序的实验中我们发现，标题比文章更能准确地表述新闻的情感（在不碰到UC浏览器的新闻的情况下），所以使用70次重复标题中词语的内容来加大重要性（即其出现频率）。分词方式使用jieba的全精度分词方式。

1. 构建词频矩阵

经过以上两步，我们已经将文本成功分割为独立的中文词语，接下来需要统计每个词出现的频率及分布。

stop\_words = get\_custom\_stopwords('ChineseStopWords.txt')

首先需要获得停用词表。这里我们使用的是百度停用词表、哈工大停用词表、中文停用词表等多个词表的综合结果。

Vectorizer = CountVectorizer( max\_df = 0.8,

                                  min\_df = 2,

                                  token\_pattern = u'(?u)\\b[^\\d\\W]\\w+\\b',

                                  stop\_words =frozenset(stop\_words)

                                  )

    Vectorizer\_Title = CountVectorizer( max\_df = 0.8,

                                  min\_df = 3,

                                  token\_pattern = u'(?u)\\b[^\\d\\W]\\w+\\b',

                                  stop\_words =frozenset(stop\_words) )

CountVectorizer是通过fit\_transform函数将文本中的词语转换为词频矩阵，矩阵元素a[i][j] 表示j词在第i个文本下的词频。即各个词语出现的次数，通过get\_feature\_names()可看到所有文本的关键字，通过toarray()可看到词频矩阵的结果。

X = trainData['content'].astype('U')

    y = trainData.label

    X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, test\_size=0.2, random\_state=2019)

test = pd.DataFrame(Vectorizer.fit\_transform(X\_train).toarray(), columns=Vectorizer.get\_feature\_names())

先对文本内容进行词频统计。值得一提的是，在后序的操作中我们相继进行了对标题的词频统计和综合标题和文本的词频统计，并针对这三个矩阵的统计结果进行了三次贝叶斯分类。

此处需要说明的是，我们将训练集中随机选出的80%数据用于分类器的训练，剩余20%用于测试训练的结果。

1. 朴素贝叶斯分类

朴素贝叶斯方法是基于贝叶斯定理的一组有监督学习算法，即“简单”地假设每对特征之间相互独立。 给定一个类别 ![IMG_256](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMBAMAAABCcoqQAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMASHS/zxiL+69gMvOd6d0daUbNAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAR0lEQVQI12NgVGZgcmAIYxdgaWCYsJ6BfQIDQwuDPAMDwyaGs0DyK8MLEMn1E0hmZHwFkgw8DxiAyriBCoMZmoF8towEBgYADFEOrBX9kEsAAAAASUVORK5CYII=) 和一个从 ![IMG_257](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAMBAMAAACZySCyAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdIuvYM8y+0jpGL/d852FU2VUAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAARklEQVQI12NgEDIRCmMAApaEdIEKEIORwR1I5oCYpgwMTLYgxiQgzgVirm8MDiCGO9MHjgQQo1tCWAQiBQYYDJb9z2BCDACIkQuep+e2vwAAAABJRU5ErkJggg==) 到 ![IMG_258](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAALBAMAAACAOcA3AAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMAdIuvYM8y+0jpGL+d3RWQviMAAAAJcEhZcwAADsQAAA7EAZUrDhsAAABPSURBVAjXY2AQMhEKYwABloR0gQowi5HBnQEGTOGsSTAG1zMGhzUm2gkM7kwPOBIEXjArMHRLCIswcFxgbYCo4DnADlXL2+CaAmUxLFUAAIuXDVoiFatUAAAAAElFTkSuQmCC) 的相关的特征向量， 贝叶斯定理阐述了以下关系:

![IMG_259](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAToAAAArBAMAAAAakVnlAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAD9klEQVRYw8WYT2jTUBzHv+3apU3/bQ43BlN3UvCgPXjwJPUwGYgSUMTD2OpBmZ4CgjgcrnjQi7AUQZgXCxNhKGwDvWxs7DLEi+wk6MWKqOxWYWNzgvreS/KavDZtAkn2g5fk5fFbPs17+X3fd0AgIWvs9Mxya85dpmpeJCsIKjr006zlVt5dZoH/wLz/WJGT3T1DwFu9Jy2Qw4Ff3acUpBSPdLgXwFs7B0yVsGH06DlWhLSLDLzSZQKg+w3MLyQ1o7dKWk6D/AcznulSVd/hyFvCmBorGd0rYK8yvoNhz3Txov/rbg24gDT529+QLdILDJDJ3QC5ny3ff1pqlrTZtzlupdNzaYrPkSki9ZlCzaWVzi7kyK2PwEqFPupu4kO62bchlR5X1610ei5qvtPlzi/2AQ9I3ZpGWkWUFK2t5W4ViUGgKhHERKEhJ4tJ+8zquTjuO90UezmEDr0YA6WTtukdSocIma7yYJOsXmHdsdwA6AbY8TVpJ7ACOsURtnxkesxoBqYYnwQ6lhvAujvKjvRj2MNZdhHVPz36qPmS1JRO3oX6qu9JidOxXBsd10HJPUuDFsp/2YlWlL3EDqso83rZGoa09hxXKV3iFmxtMlmLl6rbEa1OR3NtFYXLWsyD2ItaeGiLsdBqXC7v0Woc+XKRjcwgfmb0MPs84u/Jo9fr7dL3rz8RL3QqnI7l6tVY1EEPdE5aKNNnpArgiga8MM50ZrNNUlILaUs1prm6kok66IXOSQsPkpIQVSFp9TKttKaLKXcemXQsFxN6iRJ00AudkxZ2kM1TT9Md1O0/JSw1o8NLvu5YrrFqRB30QuekhbKWLGuOu89qG51lucYXx3VwNI8fJp2jJgqDvtck8eeaOihr67hm0jlpIoRB/7VQCFMHpUQN70w6J00EH9SDqk3HDRpdgcDVdTBSjNf4unPURHOwTmfZA/zzN6w6GK2mNjidoyaagwGtOyHqOpirxLo4nZMmmoPy4sRpgy7ImeU6SOimVYOOayIeVhoaG8zmlP5Adtf2JcR1EMn+IxWDjmsiRsgkjiiWphmDl3HdrTNxabRt5dEeTAff2Ksxm1nx+WZ/mc6qO1fn1jfPOr9DhZSTYx7ohqRx1dBCx/BmtHVz7vAD5Xwkb6ejmpgStnC8X5Bvtv1vgjejbd3SNC6Omf4mOpttsCitdp+iB/JktHVz3iY6ffRAnoy2bs7Di/ZG226206HStTXagtnOhUrX1mgLZjtaCRHOjdG2me1Q6dwYbZvZDnXduTDadrMdKl17oy2Y7TArigujTfsWs72K8KOV0c7azPbGPtC1MtpZq9m2mPMQo4XRXrKa7dn9gGtltKstd5//AQhMiolM5cVHAAAAAElFTkSuQmCC)

使用简单(naive)的假设-每对特征之间都相互独立:

![IMG_260](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAVMAAAATBAMAAADfSvOfAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACvElEQVRIx8WWTWgTQRTH34as+5WPbg+WoGhvhZwCFfGkOXjoSQKCeiglvYh4WhCkYlkXkXpRnCII8WKgIhQPzUGkKEouoXiRnARPbg8qvUWwWOjFeTu72d3JTJJDSQf24/3fvMlvJm/eDkDUNvtvDkyovZToPIrRTPsr/bfqpFA3JDqPYkbC9B/7XA2s2uRRtRYnyFDuh2a2DtoB5GHyqNDlbBlKpBQJmIfQOA7Uz5wtQ7F89nzggfoPFo4D9Rpny1DUOnuepgvfhTZAYd194QX+pQr8CnyRJGx7M3u3xtHkfXKcR4rSZv5vAJ+aaKzoX3OY0VWTdGA58EWScFN4T/zOGNqQuCLnkqL0mP/vR9sBfRbA13A+U1DV9B7sBL5A0sUZUYBVet9lxiO5Jo4LWgYL5vmbtC0PRymzSe7jHf2g0JQwcdWVuhrOA6X1Wcn6nKQXq87GNKddT2qiuBg1sd5SFIaqBHlg4j1PwlzO+FZYR1DSZajf49eHnOYmNWkcl6tyFJarGba70NjyNHiP/mIzO8WiUZKhmgfgWPU0aqQNQ8U+b2eeeyFqnAByFIa6xWrWAmjtV3DDoP8J+p85sNZkEqLqt2HgWjV6qkfKfdSU5saaMM7fV8hAsZKi0GJFaZQfVwJ/A9SLS2cceIpTMUpnm7BIQomiql9oceskLmpf/bn7G/SuZdt2C7ES2sb85fkLkSaMU6snavwnQI5CPwGLpN/vdfgssbr7Drd/KGECFAa2cTg8iRMgqbmcxsdZrZzgwypDySdo6Phh+SwT6t+BuTFRM5uDqKiNQs3W7j4GjQhRB1HupVCjk9cpj9bdikItK6okdw49+MANF9nKNiszl7bTmstpfFwW3pBRh8A+ipmkSZ1nq9Ao8Qvic6P5gl9Iau44caOP1gwFj9YFYc/6ERxEzKM5zyRR/gM54QI76zL16QAAAABJRU5ErkJggg==)

对于所有的 i 都成立，这个关系式可以简化为

![IMG_261](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAATEAAAAsBAMAAAD/dJKqAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAEUUlEQVRYw8WYT2gTSxzHvxuTbpLNn1axpeC/k0oPmoMHT+9FqSKIsqAUD6LxYKnvFBBEUTQUee/ywA2CoBcDlUJQaAUFUSy9FPEiOQl6aYqoeEtFrX8e1tmZnc1kkv0T2ez7wc5mMpPtp/Ob/X1/vwFCs7tD10v4363KbrfE7+qfFaNtYlL8qsg/JCo9I8ux25TZLP43Ojq6d3V7LN+nt01cI3byNm8ueKS1ywO7dGgWgjpLmswX0mjL0GZTwkRl58C6fcDDjmS4GDxZtAD1K9K8WzMXgJL9RFQ/948wcz9wpUQndCBLB0+WNZD8gZu8OyeSYVrcVN+AmdmE0ZlMqwdORpYhtoIDvDsmkLUaWVmcLEZLnclihcDJNhCH1jAPnMjhHZByJFPInEN0/MPQh4kmWewNMgRrPnCyl8DTCnlu0ljAKeJcR7J0Adprk0wt/VtfaJJVU3pfP9AInOzTk4Ei4lugxht4BkQqTmTZg/eHgEny6uIS6S5xsuI1pEhcGwkaTP1stoQMSiHWcCO7QgPLpNkMkqti77NBnEQPyBS6P5KkjdS1mts+20Dbe2bzquUN2IGn6ME+i7B3ijw3W4n2S2RLbM5V2m6lLR3/iqJWsMm+Y08vyGZYHDpgkl0rSlGDiWFiLV1WtoYkalxKNGIlY6RJFl+RokbV3iv+QWTlVRYP0zuJtInhzZXWSMuN7q2Nn+j/QCLtkbdL7xGv2WTl8ncp0toiGvVP5qS8d8zmgaROWkEg4w+wgivLQlhHy3N1ahXhrsiclFfRScjYRpbfEMiMkanx8fGJFjKst/ZnlZOlihGyCy50EuGuyJyUN5fMKTkrC+Jk8Vr7mvEsSHnEyaawzvaFJMJdkTkpbxU3h3nmqH4kTd8yeN446Zg5mmSJsmHvX0mEuyLzo7yLq8+h7lzdHqlOt3uzxQruIszIMuXLNxyzdmGwi7jDPAb1z0e/KcKM7Hz8RUp3+oUwGLzyOoswI6urZDXi+c6/oIPMzAi5Zty0/sDBZBG29plCnF7e4uSYgkjWtNXgrNEuwhZZ2mC4nYOF/UbN99CZsghbZDMl1ZmMDCbvX9htkfXKm7IIUzJ1/jaOUbK/K20XHcxk9WF/UaPqE+QWPESYksX+OLGJvhY4Thx3XBcuwxo8itP+ahy/Ve0UPERYiLTUm/Lf5v0npifT/qti71dx1l2EfZPtUyeKlvL6q4o9reYuwiLZ2R8laFIKZvfzyTMe5w+yIHvZHFxFWNbNjKxMbpmja1XsaWNeE/oCr4pdRbhZCKdCO0TjguwqwkIhnA2NjAuyqwizQpjF/EpIYE1BdhfhwdDJmoLsLsJ2IRzaPmsKsqsIm4UwO1wOjcwWZFuE43+h7aKFMDtcHgvLmbYg2yIce04UeUG4SJ8WwuxweQ7h2h1B6pzCNjtcroVMpujeZPRwWTVCJuNZkCnCj6Whx3YhOW04ZkG9s2p7ntKxL2WOvwBkhK8/DZKYdAAAAABJRU5ErkJggg==)

由于在给定的输入中 ![IMG_262](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGcAAAASBAMAAAC0gN24AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABL0lEQVQoz2NggIGVDMSBWcgcAyI1LQaTQh8FTQIYuAOI1MS+AUSyJDCw/2DgZSAWXAAR/BMYuH4zzCRa0z4QUd/AwPqdwYNoTWEgQgbowgsMBxgY+CbWTWvApRQhyQMirjEw7F0A0lTBcY4HZ3AgJPlBxJfdggUMHAoMDA/YgTo5HLBrAkuCAdMCYBB+BbFAmhgYExgYJirgsAokCdfECDaBC0TyToDqxgZAknA/MUFMAGla38COWxNQkmtjpQVE0/oHYDEPBvYD8xkiwJraFmBgsCQff4AkOMgZ7/uBNc1kYLWLk4OESAzQJTEBSHgCVDKEIRUauRCwBEqDnfcAPeig9G6QLy4gBU4AEZpc2TMK2CdgZo3i3w0M3AtQ9cD5DlyZ0KyBmQn50JMQWiYEALNBT6Z/kUkWAAAAAElFTkSuQmCC) 是一个常量，我们使用下面的分类规则:

![IMG_263](data:image/png;base64,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)

我们可以使用最大后验概率(Maximum A Posteriori, MAP) 来估计 ![IMG_264](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACUAAAASBAMAAAAuzwolAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAA3ElEQVQY002Qvw4BQRDGv724HHfEn+4SCZ32Cg+hkquUct7AG/AGrqW6hEZFoROiEe1VWio1CSHRmNmx4iu+SX67O/PtAEZzKRP8KZAy1V65lZshvFCYs2TPRHBeKJj7KVsxhvvG2LAt22AI+4mWYR22Kj1PsQO6AS5AntkR2CTE3HiPHrVidl+X+8jW4WSvOABWQsMffEAMKrKvwtSOmUtunb1U+lmRHkesmGRKwhZnzVrMRn2dRZ3amlHmnF9LvplFM7aV+ZtIhRSkQTHi/125gQrMrn47Hfuy0w96czAatjvPbgAAAABJRU5ErkJggg==) 和 ![IMG_265](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEMAAAATBAMAAAA5aq23AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABM0lEQVQoz3WSv0oDQRDGvzs893LZ/FMQRBFrC7GwltilkqvESu8RtrTSewFxrxFiYyA2qWJlI5F7Aklla8AnCEQisTGzd8tu9DLFtzPDj9nZ2QG09WCZ0M69nT2wg6Z2ukrXxo3DEOWwEGFPpCsR2DcqKEQwJKlJBD9oL0FeSa5jeFO0liCnJNvzu4ZIgWpydRcbxPtENQKn8B0YdAi59N94aJAeD1frqFE4eWkI+LvAiFGpukbELbiA25k/64tyhMCJgMD0soELKMRJKQxIK3Kh3X0MoHpxI5UkpB8zPBtkhuMM6Y9UsgWWPuCsRIU14k/Vo52PE4W04R2d7wjcmCpJMstHl9ljfm5aoys38w/IzMknsic1woUrwOT/ZdiKNdLFul6GopUipJTIPyu1YJHl/wIXBULqiMH39gAAAABJRU5ErkJggg==) ; 前者是训练集中类别 ![IMG_266](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMBAMAAABCcoqQAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMASHS/zxiL+69gMvOd6d0daUbNAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAR0lEQVQI12NgVGZgcmAIYxdgaWCYsJ6BfQIDQwuDPAMDwyaGs0DyK8MLEMn1E0hmZHwFkgw8DxiAyriBCoMZmoF8towEBgYADFEOrBX9kEsAAAAASUVORK5CYII=)的相对频率。

回到原问题，考虑到我们分类的目标不是某一个词语，而是基于文本生成的词向量，于是在选择具体的分类器时我们选择了多项分布朴素贝叶斯。多项分布朴素贝叶斯的特征是分布参数由每类 ![IMG_256](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMBAMAAABCcoqQAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMASHS/zxiL+69gMvOd6d0daUbNAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAR0lEQVQI12NgVGZgcmAIYxdgaWCYsJ6BfQIDQwuDPAMDwyaGs0DyK8MLEMn1E0hmZHwFkgw8DxiAyriBCoMZmoF8towEBgYADFEOrBX9kEsAAAAASUVORK5CYII=)的 ![IMG_257](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIsAAAAUBAMAAABPB9NaAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAi52vSHQy6WDP8/vdGL/U0R+/AAAACXBIWXMAAA7EAAAOxAGVKw4bAAABsElEQVQ4y2NgwAouMpAAZHHKPCDFmHtgUsgEQ4LJgYGBUdkBr2aENg4FkJaAdAwl7ECsylaAzxRkbSCFnQz8GGoEgVZMYPiAzxhkbapAvIQhH0PNMQYGLgc2vMYga/ME2lrAII2hZgMDQzsD4wY8pqBo42Zg4Ck2Xo7NmOPGVvjCBkUb0HvcDgybobyXM4FgMpDBtoCBYQsDtwFIMAe7MUjagAFwgeE+A8tfdDVAY3g/MPhfADIZrbAbg6INaIw3A98EdDW8GxhYNjC8BLOzsBuDoo0bpOx2AtME5gZkTwHDhm0B7zYGTQYLXMZAtfUqNz4DG8PNMINBYC17AnqEb+BsYOS6UAYyhm0uJoZqS+V3MARHOKtQAwNvATdG8gvUYGC4DnQW0BiWjUC8BQlvRGjzYZgCSX5AwKrgg2rMHQgVxHIA7ClWNB+xIrQpgRIHNGUwBxijqmOG5EpTZgN8xoC0HeGY1sAhAI3ghyuwFhR5Ug0c79UYGHTRZHUR2g7wToQWFEDPMmzAWmw5QIMsAE02AFUbrNhKZzTAFqlsBcJ4Sxx0bYxC2NUJKuA1BkkbAPKjZDN48I91AAAAAElFTkSuQmCC) 向量决定， 式中 ![IMG_258](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAIBAMAAADdFhi7AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdJ0Yi89gMunz3b+v+0in7zPWAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAP0lEQVQI12NgVDJxTWBgMKt3YGxgYEiQZGBawMDAsIeBVQFIXWPgL2BgYP/AIMnGwMDSwLCHiYGBx4HhjTIDAAXECXck/OrOAAAAAElFTkSuQmCC) 是特征的数量(对于文本分类，是词汇量的大小)， ![IMG_259](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAASBAMAAABLIvhaAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAi52vSHQy6WDP8/vdGL/U0R+/AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAhUlEQVQI12NgYBAyYYACpoB0GLOTgR/GXMKQD2VxFDBIQ5k8xcbLoUxuB4bNIJrVgOE+A8tfEJOXgcGbgW8CVEEWw+0EpgnMDZpAtQwzGATWsidyXWBgFWpg4C3gZoBayargw2AIYTIHGDOsFQAz2R6uYDBKADNZGDbAXJTOaABjMgqBSADgChUQCSwjRQAAAABJRU5ErkJggg==) 是样本中属于类 ![IMG_260](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMBAMAAABCcoqQAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMASHS/zxiL+69gMvOd6d0daUbNAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAR0lEQVQI12NgVGZgcmAIYxdgaWCYsJ6BfQIDQwuDPAMDwyaGs0DyK8MLEMn1E0hmZHwFkgw8DxiAyriBCoMZmoF8towEBgYADFEOrBX9kEsAAAAASUVORK5CYII=) 中特征 ![IMG_261](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAANBAMAAAB4JQK4AAAAJ1BMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAilU6eAAAADHRSTlMAdPsYMmCLv0iv853Zy/rjAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAL0lEQVQI12NgAAFGBQYGZgcGGGBNZ2AwY2pgCPABcqYDsQZQyYIABs4JGxg4ygwAW7cFzDy3D6YAAAAASUVORK5CYII=) 概率 ![IMG_262](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEMAAAATBAMAAAA5aq23AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABM0lEQVQoz3WSv0oDQRDGvzs893LZ/FMQRBFrC7GwltilkqvESu8RtrTSewFxrxFiYyA2qWJlI5F7Aklla8AnCEQisTGzd8tu9DLFtzPDj9nZ2QG09WCZ0M69nT2wg6Z2ukrXxo3DEOWwEGFPpCsR2DcqKEQwJKlJBD9oL0FeSa5jeFO0liCnJNvzu4ZIgWpydRcbxPtENQKn8B0YdAi59N94aJAeD1frqFE4eWkI+LvAiFGpukbELbiA25k/64tyhMCJgMD0soELKMRJKQxIK3Kh3X0MoHpxI5UkpB8zPBtkhuMM6Y9UsgWWPuCsRIU14k/Vo52PE4W04R2d7wjcmCpJMstHl9ljfm5aoys38w/IzMknsic1woUrwOT/ZdiKNdLFul6GopUipJTIPyu1YJHl/wIXBULqiMH39gAAAABJRU5ErkJggg==) 。

参数 ![IMG_263](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAASBAMAAAB2sJk8AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAi52vSHQy6WDP8/vdGL/U0R+/AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAc0lEQVQI12NgYBAyYQADpoB0CKOTgR/CWMKQD6Y5ChikwQyeYuPlYAa3A8NmMOM+A8tfMMObgW8CmJHFcDuBaQJzAwM3wwwGgbXsCQysQg0MvAXcEDNZFXwgDOYAYwiD7eEKCIOFYQOEkc5oAGEwCjEwAAC85hHjc55ftQAAAABJRU5ErkJggg==) 使用平滑过的最大似然估计法来估计，即相对频率计数:

![IMG_264](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHEAAAAqBAMAAAB2GanXAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMASJ3Pi2B0GK8y6fP73b88nxD1AAAACXBIWXMAAA7EAAAOxAGVKw4bAAACMElEQVRIx52VMWjUUBzGv8T0JbnLXW9wcFD6aAUHBw+js+FaQdAh4NRBOEVw6GDAKiiFu5YqBR0yVIQr9DKq4CAqBReLIBRcbhLcFBxu6FCFUhxE3yW9+jTvveTywYPkJb/3fy/53vcAqax3Ndz61UQBnawDX4qAaOzB5EuezwuOPfkBEhQhdWyzlibJ8a+Z5ISfkKTNk30swEsua2JyHqXe4/jK5GsaEcpX/WTsM2JyFuSnd3BXdd3nrsuKOx5Kk/tDEfE/Y9QWxRTus8bV7IaofE46AgQy8hE1ysEz1jhyAqi0lR9IY2TLxz1sosPXLIe40g5U5PZrtjjgmtbDMk/ay9fvnk7IxqJqgAdWGxue0Al6s6Mi1y/6WAr3P8i/uoxxFVlzpI9eoqsA7eiC1NcRLqlqzlDZk8rTlbeF9iCcGrYOXM0s5sYWy6MWtD3O1UP9ztIOjqJaLzbbNSyEet3ypzDqbB2chbdRWi0Ho9YkDR9m5KBTaMaEHhu6ekRZzZWhq//q4XeY5z5lkPa3N0NXczvhVbzL1NLY7k3JOBXgTlbWdgzBj5htUdzIIo2GoJNWN0GFKU0m56d9xRKotpsm45S+3fVIJAdNDy9s/z8ySWl/DnpPcR6FuLkqSek+DlE5abD3ljBwdDqlP2A8VJLW+4Gjw1RK2zuYG5OTh9lSd2NHp1KarbavS8HqR29w1A8cnUppy8ORE3kcPdp5zTtamNIo5OhcEjo6l4SOTvQHveuefG53KBgAAAAASUVORK5CYII=)

式中![IMG_265](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHkAAAA1BAMAAACXTlltAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAq81UZt1EMiKZdokQ77sI3SHsAAAC4UlEQVRIDe2Wz2sTQRTHv9rtZjfZpKn0ptigIAhCi6BQe0hAhd4UQb0IBvTePagHpbjSgh4shko9tGjTo4diDpXSemjwqIXqSRAl8S+wUuOPmjrObJKdt5M02T2IFx9k5/O+7/tml53dzAJ/NUzmi8FwJ9NZ5f6aiHs3rk4xlgrXjVVW8Dqipe8eB4Pd7Js0al8kByKrtF2UxjHCrrqH8Vtxmh2SFj+lWVkKel5yjQZSfLyoql5usi2PgQxhgZFjP/gxp6gkvcxskikYnfgFGHlFJekD9oFkCprWNtDVZnqN/VZaSGqiPwuTCE3YzzJNWkOYwGiyfXc3Ux6S4WV9pVDrH0G8ileNuVqNEVbxyVo28SJanzCH2BaO0/LCRzfeetozlvSYw2vsqmq5mpKDVUH9OqiHcIJtkgwj6C7Xc7FWn+36TLH6SL2crRJzfNJ6nqfCrNlAOleoFSPF2qgeR/2XjlHeBGEWaxXfzPJjm4htO77qaiMT3Wal2EjF2HTXECVvqXAcgJEVo7tWBl+RriF081/rSGeo/tD4iVjRNc8I/TAwPonr4+vUJDnC3wQZka+xJ7gCYZ5mR7h+EnDmscx/LWMy6ZNnlszZQdFA4gIO4h3JCZ4jLJGarQ1U9bOOLEpKXJIsyWc23mgps5CRVUmPHcmS/ObFowV9URYl+ZYr6+mKOe54FR+kB2Vq5CRT6rFXaCrZt1wvbVmgFD1BTkELdLmM87QShMlyGXP0zzlIs7dc1t3hAVYN0kI8c74duEwqAVDzNYtNK1S4m7d3CNX63/yP78Dz2f690zu8Y50vLYkzbb8Sdp5hvrdPt7EfRtiHTUx5x+YbD/AeVnHnM7SqaEPXVrDPrRjKR0Aru6JlYqmZSMYVoxtKrXPqJPKIfurt7QMS5c521dFjQ8u6Yjyv1jrnY1ir/5Pe5vcuXOipKf51+chtWgjXyt16361TRZhLHJ+WWm4WAaa8Ke5aU/wBQCjnKYdOoiIAAAAASUVORK5CYII=)是 训练集T中特征i在类![IMG_266](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMBAMAAABCcoqQAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMASHS/zxiL+69gMvOd6d0daUbNAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAR0lEQVQI12NgVGZgcmAIYxdgaWCYsJ6BfQIDQwuDPAMDwyaGs0DyK8MLEMn1E0hmZHwFkgw8DxiAyriBCoMZmoF8towEBgYADFEOrBX9kEsAAAAASUVORK5CYII=)中出现的次数，![IMG_267](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIIAAABCBAMAAABpxRN6AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAq81UZt1EMiKZdokQ77sI3SHsAAADJ0lEQVRYCe1WS2sTURT+2sljJpm00R+gAUERhRTfimCxiIpgstIuhGRjF7pooLoTGrAiFUoHRBBddKQbN2IQXdRNB9wUsTTuXCh149a+rPXR9non6eTcO9Mk0ykoSA8kc873fff03nMm9xTwYRd6DiV9yOpLoje6cbk+7YNRtZK+7EPXQJIoKKkGtA9qGG2dRR+6+pKLaH9j1ad9MPehHfEh25L89xUYYaItBDhvL+t+Z9vE3Z7zaTYfIEOc/aZVz1iBAt9emuVJmwlyz0yyj5QhKviENvEUtioorgm+4G5nHcAZtluABHeEmRSFKm5LmjcllJvP14h0irv1LsIwW6oJHafVbkqYyho9/IMDhkO7nipbsVwQ+nJFQCM0NsA7ppoEyF6GfZYB4GmmBNwjVNNXAIX2REzFa2HfXAiMqTJwlFANO/PinoipejnPi2S0fJeOPYDeZKMM/SwrJ1U7I3NShnNILOOtLBKjGON60UJFTFu6SZCB+C/QXRz7VLVkTTFjvzCC8S6Mm0qeEAP6IkoUe7xJZrebjGeYysbX4rFqH2cKBgk8XsR1DN7HtiXndbjFX88CcMpotAeMf5CynuXN/+nsgTN2ssRCXtK4gucya+93mgpXyaAtWlCOI2yv9FZScb1SdoaRK8BBA1n+qfRRXQRuD+GmncFr/SUJ000eDmehHitHu0/OAo9sei9QfAJe13VMfS+DmsnjVgNqLBl/GEviAdvPgS7+uYRd/Ntr4ZSEabl5i9e/g/++860diQKR+iyWKRK8L3zBujaFduuqSpRaDqUoIk+TW0kEhnAaj6vXVhV9eUCu2JpWbGVEWA/Eu/bheqcIJYpitOYr4qAadAnk7bUXXrv4Sii2Ut8jKZbiphTHTvDyekxq5Z2sxI+OSmGdQGzloHjx19F74VorJ/peMGZ5Bc0QTRz+0vhqttLhM1IGsS2OotlTr/z34HxZzeRb/F+qQDQZ8A85V19kTP5V+E/HR0rVlKAZnAT4dxnskbKpU6h8pGyzzQh6Cj5WNrkH0EgJWkk+UnZ85Rb4FMJIUcrOeTb2rI2U6Ks5c2NL/ar/AIgd9yeksOmvAAAAAElFTkSuQmCC) 是类 ![IMG_268](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMBAMAAABCcoqQAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMASHS/zxiL+69gMvOd6d0daUbNAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAR0lEQVQI12NgVGZgcmAIYxdgaWCYsJ6BfQIDQwuDPAMDwyaGs0DyK8MLEMn1E0hmZHwFkgw8DxiAyriBCoMZmoF8towEBgYADFEOrBX9kEsAAAAASUVORK5CYII=) 中出现所有特征的计数总和。这样一来，我们可以通过一条新闻内出现各种词的频率和后验概率对该新闻进行情感分类。

nb = MultinomialNB()

    X\_train\_vect = Vectorizer.fit\_transform(X\_train)

    nb.fit(X\_train\_vect, y\_train)

    train\_score = nb.score(X\_train\_vect, y\_train)

    print("content train score is : ",train\_score)

接下来进行多项分布朴素贝叶斯的训练。

Content train score反映的是分类器在训练数据上的得分情况（以分类正确的比例为参考）

1. 将训练数据应用到测试集上

X\_test\_vect = Vectorizer.transform(X\_test)

    print("content test score is : ", nb.score(X\_test\_vect, y\_test))

    y\_predict = nb.predict(Vectorizer.transform(X\_test))

    print("content test macro f1\_score:",sklearn.metrics.f1\_score(y\_test, y\_predict, average='macro'))

Content test score反映的是分类器在其他随机选出的20%训练集数据上的得分情况（以分类正确的比例为参考）

给出训练器在训练集中的20%测试集上的F1-score。F1-score : 2(PR)/(P+R）

其中各符号的含义：

准确率(P) ： TP/ (TP+FP)

召回率(R) ： TP(TP + FN)

真阳性（TP）: 预测为正， 实际也为正

假阳性（FP）: 预测为正， 实际为负

假阴性（FN）: 预测为负，实际为正

真阴性（TN）: 预测为负， 实际也为负

    from sklearn.metrics import confusion\_matrix

    cm = confusion\_matrix(y\_test, y\_predict)

    print(cm)

打印分类器在训练集中的20%测试集上分类的混淆矩阵。

1. 对目标集进行分类

print("Apply to Test Data...")

    testData = pd.read\_csv('Test/result.csv',index\_col=0)

    testResult = nb.predict(Vectorizer.transform(testData['content'].astype('U')))

    testData['label\_content'] = testResult

1. 实验结果及分析
2. 数据集划分方式

数据集的划分采用朴素的随机采样方式，选取随机种子，将样本训练集的80%用来训练，剩余20%用来测试训练后分类器的性能。

1. 处理结果
2. 对新闻文本进行训练的结果
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可以看出，仅对文本进行训练的效果不是很好，对训练集自身的正确分类率有79%，对保留出来的测试集的正确分类率也只有70%，F1得分为0.66。从混淆矩阵中可以看出，分类器对中立态度的分类情况不甚理想。

1. 对新闻标题进行训练的结果
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仅对新闻标题进行训练，性能有较大提升。对训练集自身的正确分类率提高11个百分点，对保留测试集的提升也有6%，F1得分有0.012的提高，变动不大。分析混淆矩阵，发现新闻标题的分类在中性和负面情绪的分类性能有较大提升，但对正面情绪的分类效果较差（甚至和随机分类差不多）。

1. 对新闻文本和新闻标题联合训练的结果

由上面两次训练的结果可知，文本分类的缺点在中性情绪，标题分类的缺点在正面情绪，所以按权重将文本和标题联合训练应该会将二者的问题避免。考虑到新闻标题的长度与新闻文本的长度相去甚远，我们采用了在数据预处理时将新闻标题多次重复出现的方式适当提高新闻标题中词语的词频（我们使用的是重复70次）。
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经过修正后，对训练集自身的正确分类率达到94.5%，对保留测试集的分类达到76.3%，F1得分为0.72，达到了较为理想，平均分类水平差距较小的结果。

1. 总结展望

总的来说，基于朴素贝叶斯分类的词袋模型分类器分类效果还算较为理想，在计算时间

短的优点上可以达到较高的分类精度。相比我们使用神经网络分类器和聚类分类器的尝

试，首先分类器的处理结果并不直观，其次训练时间非常长，最终得到的结果也与贝叶

斯分类器的结果不尽相同。

在处理数据的过程中，我们也发现了一些导致分类结果难以突破75%大关的门槛：词语

的多意性，甚至是情感的完全相反性。比如说，在某新闻标题和文本中提到了“闹新春”

的内容，分类器将“闹”一字识别为负面情绪，并且带有很高的向量权重，导致该条新

闻原本想体现的是正面情绪，却直接被分到了负面情绪之中。此外，当正负面词语同时

出现时，是将其分到正面、负面还是中立对于分类器来说还是很难实现的。

总而言之，基于word2Vec思路下的词语情感划分能实现的分类精度大致不会有更大的

提高，查阅相关资料表明这与word2Vec不基于上下文的词义分类有关。如果使用Bert

进行词语的训练或许会有更大的突破。
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