 We divide the process in few parts. 1) We apply LSTM to the data provided after cleaning up the data. We do so in order to avoid the vanishing gradient problem. LSTM holds promise for any sequential processing task in which we suspect that a hierarchical decomposition may exist, but do not know in advance what this decomposition is. This way we eliminate the risk of the optimization hurdles that plague simple RNNs. We configure the output layer such that it stays compatible for the next phase using autoencoders Autoencoder will help map the code to a reconstruction of the input. 2) Next, we refine the model using GNN. GNN is mostly applied on graph data structures.
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4) State reasons for selecting Hierarchical clustering