Міністерство освіти і науки України Національний технічний університет України

«Київський політехнічний інститут ім. Ігоря Сікорського» Факультет інформатики та обчислювальної техніки
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**ЛАБОРАТОРНА РОБОТА № 4**

з дисципліни «Методи оптимізації та планування»

Тема: Проведення трьохфакторного експерименту

при використанні рівняння регресії з урахуванням ефекту взаємодії.

ВИКОНАВ:

студент ІІ курсу ФІОТ

групи ІО-83 Коломієць Д.Ю. Залікова – 8313 Варіант-312

ПЕРЕВІРИВ:

Регіда П.Г.

Київ – 2020

Мета: Провести повний трьохфакторний експеримент. Знайти рівняння регресії адекватне об'єкту.

Завдання на лабораторну роботу

1. Скласти матрицю планування для повного трьохфакторного експерименту.
2. Провести експеримент, повторивши N раз досліди у всіх точках

факторного простору і знайти значення відгуку Y. Знайти значення Y шляхом моделювання випадкових чисел у певному діапазоні відповідно варіанту. Варіанти вибираються за номером в списку в журналі викладача.

1. Знайти коефіцієнти рівняння регресії і записати його.
2. Провести 3 статистичні перевірки – за критеріями Кохрена, Стьюдента, Фішера.
3. Зробити висновки по адекватності регресії та значимості окремих коефіцієнтів і записати скореговане рівняння регресії.
4. Написати комп'ютерну програму, яка усе це моделює
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![](data:image/png;base64,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)

**Код програми:**

**import** numpy **as** np  
**from** itertools **import** product, combinations  
  
  
np.set\_printoptions(formatter={**'float\_kind'**: **lambda** x: **"%.2f"** % x})  
  
*# Критерій Кохрена*gt = {1: 0.6798, 2: 0.5157, 3: 0.4377, 4: 0.3910, 5: 0.3595, 6: 0.3362, 7:  
 0.3185, 8: 0.3043, 9: 0.2926, 10: 0.2829}  
  
*# Критерій Стьюдента*tt = {16: 2.120, 24: 2.064, 32: 1.96} *# m = [3, 6]  
  
# Критерій Фішера*ft = {1: {16: 4.5, 24: 4.3, 32: 4.2},  
 2: {16: 3.6, 24: 3.4, 32: 3.3},  
 3: {16: 3.2, 24: 3.0, 32: 2.9},  
 4: {16: 3.0, 24: 2.8, 32: 2.7},  
 5: {16: 2.9, 24: 2.6, 32: 2.5},  
 6: {16: 2.7, 24: 2.5, 32: 2.4}}  
  
  
**def** make\_norm\_plan\_matrix(plan\_matrix, matrix\_of\_min\_and\_max\_x):  
 X0 = np.mean(matrix\_with\_min\_max\_x, axis=1)  
 interval\_of\_change = np.array([(matrix\_of\_min\_and\_max\_x[i, 1] - X0[i])  
 **for** i **in** range(len(plan\_matrix[0]))])  
 X\_norm = np.array(  
 [[round((plan\_matrix[i, j] - X0[j]) / interval\_of\_change[j], 3) **for** j  
 **in** range(len(plan\_matrix[i]))]  
 **for** i **in** range(len(plan\_matrix))])  
 **return** X\_norm  
  
  
**def** cochran\_check(Y\_matrix):  
 mean\_Y = np.mean(Y\_matrix, axis=1)  
 dispersion\_Y = np.mean((Y\_matrix.T - mean\_Y) \*\* 2, axis=0)  
 Gp = np.max(dispersion\_Y) / (np.sum(dispersion\_Y))  
 **return** Gp < gt[m - 1]  
  
**def** students\_t\_test(norm\_matrix, Y\_matrix):  
 mean\_Y = np.mean(Y\_matrix, axis=1)  
 dispersion\_Y = np.mean((Y\_matrix.T - mean\_Y) \*\* 2, axis=0)  
 mean\_dispersion = np.mean(dispersion\_Y)  
 sigma = np.sqrt(mean\_dispersion / (N \* m))  
 betta = np.mean(norm\_matrix.T \* mean\_Y, axis=1)  
 t = np.abs(betta) / sigma  
 **if** (m - 1) \* N > 32:  
 **return** np.where(t > 1.96)  
 **return** np.where(t > tt[(m - 1) \* N])  
  
  
**def** phisher\_criterion(Y\_matrix, d):  
 **if** d == N:  
 **return False** Sad = m / (N - d) \* np.mean(check1 - mean\_Y)  
 mean\_dispersion = np.mean(np.mean((Y\_matrix.T - mean\_Y) \*\* 2, axis=0))  
 Fp = Sad / mean\_dispersion  
 **if** (m - 1) \* N > 32:  
 **if** N - d > 6:  
 **return** Fp < ft[6][32]  
 **return** Fp < ft[N - d][32]  
 **if** N - d > 6:  
 **return** Fp < ft[6][(m - 1) \* N]  
 **return** Fp < ft[N - d][(m - 1) \* N]  
  
**"""  
x1min = 10  
x1max = 60  
  
x2min = -30  
x2max = 45  
  
x3min = -30  
x3max = 45  
  
"""**matrix\_with\_min\_max\_x = np.array([[10, 60], [-30, 45], [-30, 45]])  
m = 6  
N = 8  
norm\_matrix = np.array(list(product(**"01"**, repeat=3)), dtype=np.int)  
norm\_matrix[norm\_matrix == 0] = -1  
norm\_matrix = np.insert(norm\_matrix, 0, 1, axis=1)  
plan\_matrix = np.empty((8, 3))  
  
**for** i **in** range(len(norm\_matrix)):  
 **for** j **in** range(1, len(norm\_matrix[i])):  
 **if** j == 1:  
 **if** norm\_matrix[i, j] == -1:  
 plan\_matrix[i, j - 1] = 10  
 **elif** norm\_matrix[i, j] == 1:  
 plan\_matrix[i, j - 1] = 60  
 **elif** j == 2:  
 **if** norm\_matrix[i, j] == -1:  
 plan\_matrix[i, j - 1] = -30  
 **elif** norm\_matrix[i, j] == 1:  
 plan\_matrix[i, j - 1] = 45  
 **elif** j == 3:  
 **if** norm\_matrix[i, j] == -1:  
 plan\_matrix[i, j - 1] = -30  
 **elif** norm\_matrix[i, j] == 1:  
 plan\_matrix[i, j - 1] = 45  
  
plan\_matr = np.insert(plan\_matrix, 0, 1, axis=1)  
Y\_matrix = np.random.randint(200 + np.mean(matrix\_with\_min\_max\_x, axis=0)[0],  
 200 + np.mean(matrix\_with\_min\_max\_x, axis=0)[1], size=(N, m))  
mean\_Y = np.mean(Y\_matrix, axis=1)  
combination = list(combinations(range(1, 4), 2))  
**for** i **in** combination:  
 plan\_matr = np.append(plan\_matr, np.reshape(plan\_matr[:, i[0]] \*  
 plan\_matr[:, i[1]], (8, 1)), axis=1)  
 norm\_matrix = np.append(norm\_matrix, np.reshape(norm\_matrix[:, i[0]] \*  
 norm\_matrix[:, i[1]], (8, 1)), axis=1)  
plan\_matr = np.append(plan\_matr, np.reshape(plan\_matr[:, 1] \* plan\_matr[:, 2]  
 \* plan\_matr[:, 3], (8, 1)), axis=1)  
norm\_matrix = np.append(norm\_matrix, np.reshape(norm\_matrix[:, 1] \* norm\_matrix[:, 2] \* norm\_matrix[:, 3], (8, 1)), axis=1)  
  
**if** cochran\_check(Y\_matrix):  
 b\_natura = np.linalg.lstsq(plan\_matr, mean\_Y, rcond=**None**)[0]  
 b\_norm = np.linalg.lstsq(norm\_matrix, mean\_Y, rcond=**None**)[0]  
 check1 = np.sum(b\_natura \* plan\_matr, axis=1)  
 check2 = np.sum(b\_norm \* norm\_matrix, axis=1)  
 indexes = students\_t\_test(norm\_matrix, Y\_matrix)  
  
 print(**"\nМатриця плану експерименту: \n"**, plan\_matr)  
 print(**"\nНормована матриця: \n"**, norm\_matrix)  
 print(**"\nМатриця відгуків: \n"**, Y\_matrix)  
 print(**"\nСередні значення У: "**, mean\_Y)  
 print(**"Натуралізовані коефіціенти: "**, b\_natura)  
 print(**"Нормовані коефіціенти: "**, b\_norm)  
 print(**"Перевірка 1: "**, check1)  
 print(**"Перевірка 2: "**, check2)  
 print(**"Індекси коефіціентів, які задовольняють критерію Стьюдента: "**,  
 np.array(indexes)[0])  
 print(**"Критерій Стьюдента: "**, np.sum(b\_natura[indexes] \*  
 np.reshape(plan\_matr[:,  
  
 indexes], (N, np.size(indexes))), axis=1))  
 **if** phisher\_criterion(Y\_matrix, np.size(indexes)):  
 print(**"\nРівняння регресії адекватно оригіналу."**)  
 **else**:  
 print(**"\nРівняння регресії неадекватно оригіналу."**)  
**else**:  
 print(**"\n\nДисперсія неоднорідна!"**)

# Результат роботи програми:

"D:\Kolomiets Dmitro Python\venv\Scripts\python.exe" C:/Users/Samsung/.PyCharmCE2018.2/config/scratches/MOPE/Lab4.py

Матриця плану експерименту:

[[1.00 10.00 -30.00 -30.00 -300.00 -300.00 900.00 9000.00]

[1.00 10.00 -30.00 45.00 -300.00 450.00 -1350.00 -13500.00]

[1.00 10.00 45.00 -30.00 450.00 -300.00 -1350.00 -13500.00]

[1.00 10.00 45.00 45.00 450.00 450.00 2025.00 20250.00]

[1.00 60.00 -30.00 -30.00 -1800.00 -1800.00 900.00 54000.00]

[1.00 60.00 -30.00 45.00 -1800.00 2700.00 -1350.00 -81000.00]

[1.00 60.00 45.00 -30.00 2700.00 -1800.00 -1350.00 -81000.00]

[1.00 60.00 45.00 45.00 2700.00 2700.00 2025.00 121500.00]]

Нормована матриця:

[[ 1 -1 -1 -1 1 1 1 -1]

[ 1 -1 -1 1 1 -1 -1 1]

[ 1 -1 1 -1 -1 1 -1 1]

[ 1 -1 1 1 -1 -1 1 -1]

[ 1 1 -1 -1 -1 -1 1 1]

[ 1 1 -1 1 -1 1 -1 -1]

[ 1 1 1 -1 1 -1 -1 -1]

[ 1 1 1 1 1 1 1 1]]

Матриця відгуків:

[[214 246 240 219 221 225]

[233 240 232 231 203 227]

[184 244 219 244 204 242]

[233 210 233 201 228 200]

[206 224 208 237 220 190]

[212 207 210 233 198 206]

[204 187 206 203 209 232]

[228 239 193 206 221 217]]

Середні значення У: [227.50 227.67 222.83 217.50 214.17 211.00 206.83 217.33]

Натуралізовані коефіціенти: [227.35 -0.25 -0.10 -0.04 0.00 0.00 -0.00 0.00]

Нормовані коефіціенти: [218.10 -5.77 -1.98 0.27 1.73 1.56 1.02 2.40]

Перевірка 1: [227.50 227.67 222.83 217.50 214.17 211.00 206.83 217.33]

Перевірка 2: [227.50 227.67 222.83 217.50 214.17 211.00 206.83 217.33]

Індекси коефіціентів, які задовольняють критерію Стьюдента: [0 1]

Критерій Стьюдента: [224.82 224.82 224.82 224.82 212.15 212.15 212.15 212.15]

Рівняння регресії адекватно оригіналу.

Process finished with exit code 0

**Висновок:**

Я провів повний трьохфакторний експеримент. Знайшов рівняння регресії адекватне об'єкту за допомогою мови програмування Python.