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# Implementation

The approach we took was to create classes for the following: Artificial Neural Network, Particle Swarm Optimisation, Particle, and Hyperparameters.

## Hyperparameters Profile

We created hyperparameter profiles to store all the hyperparameters we plan to adjust. These include the number of layers and number of neurons per layer, activation functions for each layer, and the adjustable parameters for the PSO, which are the inertia, cognitive, social, and global component as well as the number of iterations and the number of particles. All of this helped us to make the testing of different configurations of the PSO and ANN easier.

## Artificial Neural Network

The ANN class stores layers sizes, activation functions, weights and biases. The weights are initialised randomly while the biases are just filled with 0’s, the weights could also be initialised to 0’s as we do not work with the ANN directly as the weights and biases come from the particles. Activation. Functions and layers sizes come from the Hyperparameter profiles. As we are using PSO to optimise the weights and biases we only need the ANN class to have forward propagation method to get the output. The forward propagation works by; for each hidden layer, multiplying the input matrix and the weight matrix together, then adding the resultant matrix with the bias matrix then finally applying the activation function of the layer to the output. After getting the outputs for each hidden layer we then do the same on the output layer consisting of 1 neuron as this is a binary classification problem, applying our activation function for the output layer we get the prediction.

## Particle

The particle class stores the velocity and position of the particle and handles the position update of the particle. It also stores the particles best position and best fitness value. The method that calculates the new position has been completed with boundaries of the min and max values found in the dataset, which turned out to be min: -13 & max: 18. The update of position is simply adding the current position and the velocity matrices together, if the new position falls outside the boundary we randomly reset the particles position within the boundary.

## Particle Conversion

\*\*Explain how Converting a particle into Neural network works, while also explaining how the helper functions that you made help you do that

## Particle Swarm Optimisation

Particle swarm optimisation has 4 functions, the PSO algorithm itself, finding informants of a particle, accessing the fitness of the particle and updating the velocity of the particle. All these functions are explained in more detail in the sections below. Initialising the PSO is done by first extracting all the relevant hyperparameters from the profile that has been chosen, as well as the data to be used and the labels from the data.

### PSO algorithm

The algorithm consists of first updating the particles position as described in the Particle section, then

### Getting informants

### Updating velocity

### Accessing fitness
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