Exercise Accelerometer Analysis: Predicting exercise manner

### Analysis by Tim Richer

###### (for Practical Machine Learning Course Project)

### Executive Summary

#### Devices collect a large amount of data about personal activity. Using accelerometer data collected, while the user is engaged in a particular activity, it is possible to quantify how well they do the activity. Using data, collected from the accelerometers on the belt, forearm, arm, and dumbell of 6 participants, we can predict the manner in which they did the exercise.

* Activity "classe":
  + Class A:exactly according to the specification
  + Class B:throwing the elbows to the front
  + Class C:lifting the dumbbell only halfway
  + Class D:lowering the dumbbell only halfway
  + Class E:throwing the hips to the front

#### Applying machine learning algorithms we are able to determine a model which had the highest accuracy and lowest error rate. Boosting and Random Forests are the most common tools in prediction contests so those models were evaluated first. The focus of the model selection was accuracy. Random Forest offered greater accuracy so that model was selected. The analysis describes how the model was built, the use of cross validation, and the expected in-sample and out-of-sample errors. The Random Forest model led to the greatest accuracy, with an in-sample accuracy of 100% and an out-of-sample accuracy of 99.16%. The model was then used to predict 20 different test cases. When the model was used with the Validation dataset it resulted in the following 'classe' predicitons for the 20 datasets:"B" "A" "B" "A" "A" "E" "D" "B" "A" "A" "B" "C" "B" "A" "E" "E" "A" "B" "B" "B".

### Exploring and Cleaning the data

#### An initial review of that datasets indicated a high occurence of columns with no data. If more than half of the observations for a column were NA then the column was excluded. This eliminated 100 predictors. The corresponding columns were then removed from the validation dataset as well.

#Load the required libraries  
library(knitr)  
library(lattice)  
library(ggplot2)  
library(caret)  
library(survival)  
library(splines)  
library(parallel)  
library(plyr)  
library(gbm)  
library(randomForest)

#Download the exercise datasets.  
pml\_training\_URL <- "https://d396qusza40orc.cloudfront.net/predmachlearn/pml-training.csv"  
pml\_testing\_URL <-"https://d396qusza40orc.cloudfront.net/predmachlearn/pml-testing.csv"  
download.file(pml\_training\_URL, "pml-training.csv")  
download.file(pml\_testing\_URL, "pml-testing.csv")  
  
# load the training and testing datasets  
training\_file <- read.csv("pml-training.csv", header = TRUE, na.strings= c("", "NA"))  
validation\_file <- read.csv("pml-testing.csv", header = TRUE, na.strings= c("", "NA"))  
  
#If the number of NA values exceeds 50% exclude the column  
total\_column\_count <- ncol(training\_file)  
empty\_columns <- (colSums(is.na(training\_file)) > (nrow(training\_file)/2))  
empty\_column\_count = ncol(training\_file[empty\_columns])  
  
print(paste0("Total columns (initially): ", total\_column\_count))

## [1] "Total columns (initially): 160"

print(paste0("Empty columns: ", empty\_column\_count))

## [1] "Empty columns: 100"

#Get rid of the empty columns in the dataset.  
training\_data <- training\_file[!empty\_columns]  
validation\_data <- validation\_file[!empty\_columns]

#### Of the remaining columns, the next step was to eliminate predictors not related to the accelerometer. Using like data to predict like led to removal of 7 additional columns of unrelated data: an index, user\_name, 3 timestamps, and 2 window observations. This left 52 accelerometer predictors, and the variable, classe, which we are trying to predict.

#Get rid of columns not related to accelerometer data.  
non\_accelerometer\_data <- c(1:7)  
training\_data <- training\_data[, -non\_accelerometer\_data]  
validation\_data <- validation\_data[, -non\_accelerometer\_data]

#### With the data cleaned up, we can explore the predictors. As we can see in the summary and frequency plot, Class A has the highest frequency, followed by the rest which all have similar frequencies

summary(training\_data$classe)

## A B C D E   
## 5580 3797 3422 3216 3607

Figure 1 ![](data:image/png;base64,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)

### Analysis:

#### Model Selection: With a focus on accuracy, Random Forest and Boosting models were created to determine a model selection. The training dataset was partitioned into a 60% training and a 40% testing split, and we also have a validation dataset for the prediction test. Cross Validation was used, 3 fold, a smaller k was used so there would be less variance. This split the training dataset into 3-subsets. Each subset is held out while the model is trained on all other subsets. This process is completed until accuracy is determined for each instance in the dataset, and an overall accuracy estimate is provided. The accuracy for Random Forest was 98.6%. The accuracy for Boosting was 95.8%. Random Forest will be used for prediction because of it's higher accuracy.

set.seed(998)  
inTrain <- createDataPartition(y=training\_data$classe, p=0.6, list=FALSE)  
trainingdata <- training\_data[inTrain,]  
testingdata <- training\_data[-inTrain,]  
  
rf\_model <- train(trainingdata$classe ~ ., data = trainingdata, method = "rf", prox = TRUE, trControl = trainControl(method = "cv", number =3, allowParallel = TRUE))  
  
print(rf\_model)

## Random Forest   
##   
## 11776 samples  
## 52 predictor  
## 5 classes: 'A', 'B', 'C', 'D', 'E'   
##   
## No pre-processing  
## Resampling: Cross-Validated (3 fold)   
## Summary of sample sizes: 7851, 7851, 7850   
## Resampling results across tuning parameters:  
##   
## mtry Accuracy Kappa Accuracy SD Kappa SD   
## 2 0.9862432 0.9825968 0.0008815265 0.001112999  
## 27 0.9863283 0.9827042 0.0025628047 0.003244466  
## 52 0.9783463 0.9726027 0.0054188367 0.006859349  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final value used for the model was mtry = 27.

boosting\_model <- train(trainingdata$classe ~ ., data = trainingdata, method = "gbm", verbose = FALSE, trControl=trainControl(method="cv", number =3, allowParallel = TRUE))  
  
print(boosting\_model)

## Stochastic Gradient Boosting   
##   
## 11776 samples  
## 52 predictor  
## 5 classes: 'A', 'B', 'C', 'D', 'E'   
##   
## No pre-processing  
## Resampling: Cross-Validated (3 fold)   
## Summary of sample sizes: 7850, 7850, 7852   
## Resampling results across tuning parameters:  
##   
## interaction.depth n.trees Accuracy Kappa Accuracy SD  
## 1 50 0.7544132 0.6885647 0.015094471  
## 1 100 0.8222650 0.7750395 0.003760345  
## 1 150 0.8541939 0.8155327 0.005388552  
## 2 50 0.8452772 0.8039287 0.007213349  
## 2 100 0.9034464 0.8778080 0.006821667  
## 2 150 0.9277333 0.9085626 0.006534554  
## 3 50 0.8966530 0.8691776 0.007600425  
## 3 100 0.9374137 0.9208059 0.008602953  
## 3 150 0.9584746 0.9474659 0.006431717  
## Kappa SD   
## 0.019241945  
## 0.004615105  
## 0.006818601  
## 0.009131669  
## 0.008589878  
## 0.008231579  
## 0.009637495  
## 0.010880134  
## 0.008140093  
##   
## Tuning parameter 'shrinkage' was held constant at a value of 0.1  
##   
## Tuning parameter 'n.minobsinnode' was held constant at a value of 10  
## Accuracy was used to select the optimal model using the largest value.  
## The final values used for the model were n.trees = 150,  
## interaction.depth = 3, shrinkage = 0.1 and n.minobsinnode = 10.

### Prediction:

#### In-sample accuracy, from the training dataset: The accuracy for Random Forest was 100%.

training\_prediction <- predict(rf\_model, trainingdata)  
confusionMatrix(training\_prediction, trainingdata$classe)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction A B C D E  
## A 3348 0 0 0 0  
## B 0 2279 0 0 0  
## C 0 0 2054 0 0  
## D 0 0 0 1930 0  
## E 0 0 0 0 2165  
##   
## Overall Statistics  
##   
## Accuracy : 1   
## 95% CI : (0.9997, 1)  
## No Information Rate : 0.2843   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 1   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: A Class: B Class: C Class: D Class: E  
## Sensitivity 1.0000 1.0000 1.0000 1.0000 1.0000  
## Specificity 1.0000 1.0000 1.0000 1.0000 1.0000  
## Pos Pred Value 1.0000 1.0000 1.0000 1.0000 1.0000  
## Neg Pred Value 1.0000 1.0000 1.0000 1.0000 1.0000  
## Prevalence 0.2843 0.1935 0.1744 0.1639 0.1838  
## Detection Rate 0.2843 0.1935 0.1744 0.1639 0.1838  
## Detection Prevalence 0.2843 0.1935 0.1744 0.1639 0.1838  
## Balanced Accuracy 1.0000 1.0000 1.0000 1.0000 1.0000

#### Out-of-sample accuracy, from the testing dataset: The accuracy for Random Forest was 99.16%

testing\_prediction <- predict(rf\_model, testingdata)  
confusionMatrix(testing\_prediction, testingdata$classe)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction A B C D E  
## A 2228 8 0 1 0  
## B 2 1504 9 1 0  
## C 1 6 1356 20 5  
## D 0 0 3 1263 8  
## E 1 0 0 1 1429  
##   
## Overall Statistics  
##   
## Accuracy : 0.9916   
## 95% CI : (0.9893, 0.9935)  
## No Information Rate : 0.2845   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.9894   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: A Class: B Class: C Class: D Class: E  
## Sensitivity 0.9982 0.9908 0.9912 0.9821 0.9910  
## Specificity 0.9984 0.9981 0.9951 0.9983 0.9997  
## Pos Pred Value 0.9960 0.9921 0.9769 0.9914 0.9986  
## Neg Pred Value 0.9993 0.9978 0.9981 0.9965 0.9980  
## Prevalence 0.2845 0.1935 0.1744 0.1639 0.1838  
## Detection Rate 0.2840 0.1917 0.1728 0.1610 0.1821  
## Detection Prevalence 0.2851 0.1932 0.1769 0.1624 0.1824  
## Balanced Accuracy 0.9983 0.9944 0.9931 0.9902 0.9953

### Prediction Assignment:

#### The predicition assignment was performed on the validation dataset. The problem\_id column was excluded since it was not relevant to the prediction. It resulted in the following classe predicitons for the 20 datasets:"B" "A" "B" "A" "A" "E" "D" "B" "A" "A" "B" "C" "B" "A" "E" "E" "A" "B" "B" "B"

#The Validation\_file has the problem\_id column, need to exclude.  
validation\_data\_trim <- validation\_data[,-53]  
validation\_prediction <- predict(rf\_model, validation\_data\_trim)  
  
validation\_results <- as.character(validation\_prediction)  
validation\_results

## [1] "B" "A" "B" "A" "A" "E" "D" "B" "A" "A" "B" "C" "B" "A" "E" "E" "A"  
## [18] "B" "B" "B"

#Write out the answers:  
for (i in 1:length(validation\_data[,53])){  
 quiz\_file = paste("problem\_id\_", i, ".txt")  
 write.table(validation\_results[i], file=quiz\_file, quote=FALSE, row.names=FALSE, col.names=FALSE)  
}

### Conclusions

#### In conclusion, the random forest machine learning model provided excellent accuracy and out-of-sample performance. We used 3-fold cross validation, for greater robustness, which resulted in a 100% in-sample accuracy and a 99.16% out-of-sample accuracy.