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library(haven)  
xt5\_9 <- read\_sav("C:/Users/Administrator/Desktop/xt5.9.sav")  
View(xt5\_9)  
library(car)

## 载入需要的程辑包：carData

lm5 = lm(y~x1+x2+x3+x4+x5+x6,data = xt5\_9)  
summary(lm5)

##   
## Call:  
## lm(formula = y ~ x1 + x2 + x3 + x4 + x5 + x6, data = xt5\_9)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -374.18 -82.44 -3.00 91.05 237.52   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 1.348e+03 2.211e+03 0.610 0.551859   
## x1 -6.410e-01 1.669e-01 -3.840 0.001804 \*\*   
## x2 -3.170e-01 2.044e-01 -1.551 0.143216   
## x3 -4.127e-01 5.485e-01 -0.752 0.464294   
## x4 -2.110e-03 2.428e-02 -0.087 0.931962   
## x5 6.711e-01 1.280e-01 5.241 0.000125 \*\*\*  
## x6 -7.541e-03 8.128e-03 -0.928 0.369220   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 191.8 on 14 degrees of freedom  
## Multiple R-squared: 0.9962, Adjusted R-squared: 0.9946   
## F-statistic: 618 on 6 and 14 DF, p-value: 3.81e-16

#方差扩大因子法诊断多重共线性  
vif(lm5)#x1,x2,x3,x4,x5vif都大于10，都有较大可能存在多重共线性

## x1 x2 x3 x4 x5 x6   
## 319.484477 2636.564359 479.287849 27.177337 1860.726476 1.742651

cor(xt5\_9$x1,xt5\_9$x2)#比如说x1和x2相关性0.99高度相关

## [1] 0.9943469

#特征根  
XX = cor(xt5\_9[,2:7])  
kappa(XX,exact = TRUE)#k<100则多重共线性程度小，100<k<1000存在较强多重共线性，k>1000存在严重多重共线性

## [1] 21642.62

#先用第五章逐步回归选元  
lm5\_step = step(lm5,direction = "both")

## Start: AIC=226.27  
## y ~ x1 + x2 + x3 + x4 + x5 + x6  
##   
## Df Sum of Sq RSS AIC  
## - x4 1 278 515554 224.28  
## - x3 1 20834 536110 225.10  
## - x6 1 31684 546960 225.52  
## <none> 515276 226.27  
## - x2 1 88536 603812 227.60  
## - x1 1 542591 1057867 239.37  
## - x5 1 1011046 1526322 247.07  
##   
## Step: AIC=224.28  
## y ~ x1 + x2 + x3 + x5 + x6  
##   
## Df Sum of Sq RSS AIC  
## - x3 1 22801 538355 223.19  
## - x6 1 39639 555193 223.83  
## <none> 515554 224.28  
## + x4 1 278 515276 226.27  
## - x2 1 190111 705666 228.87  
## - x1 1 870111 1385665 243.04  
## - x5 1 1713154 2228708 253.02  
##   
## Step: AIC=223.19  
## y ~ x1 + x2 + x5 + x6  
##   
## Df Sum of Sq RSS AIC  
## - x6 1 31792 570147 222.39  
## <none> 538355 223.19  
## + x3 1 22801 515554 224.28  
## + x4 1 2245 536110 225.10  
## - x2 1 566230 1104585 236.28  
## - x1 1 847748 1386103 241.05  
## - x5 1 1704674 2243029 251.16  
##   
## Step: AIC=222.39  
## y ~ x1 + x2 + x5  
##   
## Df Sum of Sq RSS AIC  
## <none> 570147 222.39  
## + x6 1 31792 538355 223.19  
## + x3 1 14954 555193 223.83  
## + x4 1 11386 558761 223.97  
## - x2 1 534873 1105019 234.29  
## - x1 1 817120 1387267 239.06  
## - x5 1 1710882 2281029 249.51

summary(lm5\_step)#R=0.9958

##   
## Call:  
## lm(formula = y ~ x1 + x2 + x5, data = xt5\_9)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -372.27 -102.79 -7.78 157.94 313.69   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 874.58627 106.86620 8.184 2.67e-07 \*\*\*  
## x1 -0.61116 0.12382 -4.936 0.000125 \*\*\*  
## x2 -0.35304 0.08840 -3.994 0.000940 \*\*\*  
## x5 0.63669 0.08914 7.142 1.65e-06 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 183.1 on 17 degrees of freedom  
## Multiple R-squared: 0.9958, Adjusted R-squared: 0.9951   
## F-statistic: 1356 on 3 and 17 DF, p-value: < 2.2e-16

#再用多重共线性  
vif(lm5\_step)

## x1 x2 x5   
## 192.8706 541.4595 989.8335

#删除最大的x5  
lm5\_x1x2 = lm(y~x1+x2,data = xt5\_9)  
vif(lm5\_x1x2)#发现还是没法消除多重共线性

## x1 x2   
## 88.69731 88.69731

#换一个方法，先用多重共线性剔除  
lm5\_dropx2 = lm(y~x1+x3+x4+x5+x6,data = xt5\_9)#删除vif最大的x2  
vif(lm5\_dropx2)

## x1 x3 x4 x5 x6   
## 276.968819 306.617361 11.605489 632.895698 1.645146

lm5\_dropx2x5 = lm(y~x1+x3+x4+x6,data = xt5\_9)#删除x5  
vif(lm5\_dropx2x5)

## x1 x3 x4 x6   
## 160.512580 111.949275 11.507017 1.539699

lm5\_dropx2x5x1 = lm(y~+x3+x4+x6,data = xt5\_9)#删除x1  
vif(lm5\_dropx2x5x1)#此时方程已经消除多重共线性

## x3 x4 x6   
## 4.018087 4.508706 1.484981

summary(lm5\_dropx2x5x1)

##   
## Call:  
## lm(formula = y ~ +x3 + x4 + x6, data = xt5\_9)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -628.52 -109.40 -0.69 165.52 913.37   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -2.296e+03 1.870e+03 -1.228 0.236   
## x3 1.359e+00 9.681e-02 14.036 8.84e-11 \*\*\*  
## x4 3.143e-02 1.906e-02 1.649 0.117   
## x6 3.702e-03 1.446e-02 0.256 0.801   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 369.8 on 17 degrees of freedom  
## Multiple R-squared: 0.983, Adjusted R-squared: 0.98   
## F-statistic: 328.2 on 3 and 17 DF, p-value: 3.055e-15

lm5\_duochongstep = step(lm5\_dropx2x5x1,direction = "both")#在进行自变量选元

## Start: AIC=251.91  
## y ~ +x3 + x4 + x6  
##   
## Df Sum of Sq RSS AIC  
## - x6 1 8961 2333864 249.99  
## <none> 2324902 251.91  
## - x4 1 371939 2696841 253.02  
## - x3 1 26942858 29267761 303.10  
##   
## Step: AIC=249.99  
## y ~ x3 + x4  
##   
## Df Sum of Sq RSS AIC  
## <none> 2333864 249.99  
## - x4 1 461190 2795054 251.78  
## + x6 1 8961 2324902 251.91  
## - x3 1 26940711 29274575 301.10

summary(lm5\_duochongstep)#R = 0.983

##   
## Call:  
## lm(formula = y ~ x3 + x4, data = xt5\_9)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -643.14 -105.66 -4.29 168.60 908.91   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -2.307e+03 1.820e+03 -1.267 0.2212   
## x3 1.359e+00 9.426e-02 14.415 2.5e-11 \*\*\*  
## x4 3.304e-02 1.752e-02 1.886 0.0755 .   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 360.1 on 18 degrees of freedom  
## Multiple R-squared: 0.983, Adjusted R-squared: 0.9811   
## F-statistic: 519.3 on 2 and 18 DF, p-value: < 2.2e-16

#我们可以发现用多重共线性剔除变量的结果与逐步回归选元的结果是完全相反的

#第七章岭回归  
library(MASS)  
  
ridge5 = lm.ridge(y~x1+x2+x5-1,data = xt5\_9,lambda = seq(0,3,0.1))  
beta = coef(ridge5)  
beta

## x1 x2 x5  
## 0.0 -0.02205999 -0.58580470 0.63266229  
## 0.1 0.39832354 -0.02857884 0.08878772  
## 0.2 0.35318213 0.01115158 0.07547837  
## 0.3 0.32270860 0.03051441 0.07173349  
## 0.4 0.30177659 0.04233207 0.07012305  
## 0.5 0.28661398 0.05034513 0.06926066  
## 0.6 0.27513076 0.05613965 0.06872679  
## 0.7 0.26612202 0.06051935 0.06835884  
## 0.8 0.25885267 0.06393893 0.06808318  
## 0.9 0.25285093 0.06667611 0.06786264  
## 1.0 0.24780090 0.06891052 0.06767687  
## 1.1 0.24348333 0.07076363 0.06751403  
## 1.2 0.23974141 0.07232066 0.06736687  
## 1.3 0.23646007 0.07364312 0.06723076  
## 1.4 0.23355299 0.07477660 0.06710266  
## 1.5 0.23095416 0.07575559 0.06698048  
## 1.6 0.22861225 0.07660667 0.06686279  
## 1.7 0.22648675 0.07735066 0.06674856  
## 1.8 0.22454525 0.07800410 0.06663705  
## 1.9 0.22276153 0.07858031 0.06652771  
## 2.0 0.22111414 0.07909011 0.06642013  
## 2.1 0.21958538 0.07954242 0.06631401  
## 2.2 0.21816048 0.07994462 0.06620910  
## 2.3 0.21682706 0.08030290 0.06610522  
## 2.4 0.21557463 0.08062246 0.06600223  
## 2.5 0.21439428 0.08090774 0.06590001  
## 2.6 0.21327835 0.08116251 0.06579847  
## 2.7 0.21222025 0.08139003 0.06569755  
## 2.8 0.21121427 0.08159310 0.06559718  
## 2.9 0.21025544 0.08177417 0.06549732  
## 3.0 0.20933941 0.08193537 0.06539792

k = ridge5$lambda  
plot(k,k,type = "n",xlab = "岭参数",ylab = "岭回归系数",ylim = c(-2.5,2.5))  
linetype = c(1:5)  
char = c(18:22)  
for (i in 1:3)   
 lines(k,beta[,i],type = "o",lty = linetype[i],pch = char[i],cex = 0.75)  
legend(2.8,2.5,inset = 0.5,legend = c("x1","x2","x5"),cex = 0.8,pch = char,lty = linetype)
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#先运行一遍上面的代码以后  
#观察到在k=0.5后趋于平稳，x2和x5之和比较稳定，从岭回归的角度看x2与x5只需保留一个，x1在k小时趋于零，在k稳定后大于0认为其较显著稳定  
#故删除掉x2再进行岭回归并吧参数设置为0-1步长为0.02  
ridge51 = lm.ridge(y~x1+x2+x5-x2-1,data = xt5\_9,lambda = seq(0,1,0.05))  
beta1 = coef(ridge51)  
beta1

## x1 x5  
## 0.00 0.5144136 0.02895148  
## 0.05 0.4304283 0.05758846  
## 0.10 0.3932653 0.07012402  
## 0.15 0.3722034 0.07712303  
## 0.20 0.3585746 0.08156643  
## 0.25 0.3489863 0.08462091  
## 0.30 0.3418380 0.08683683  
## 0.35 0.3362762 0.08850777  
## 0.40 0.3318038 0.08980462  
## 0.45 0.3281119 0.09083361  
## 0.50 0.3249985 0.09166425  
## 0.55 0.3223256 0.09234394  
## 0.60 0.3199962 0.09290611  
## 0.65 0.3179396 0.09337500  
## 0.70 0.3161034 0.09376865  
## 0.75 0.3144479 0.09410072  
## 0.80 0.3129424 0.09438177  
## 0.85 0.3115627 0.09462009  
## 0.90 0.3102897 0.09482226  
## 0.95 0.3091080 0.09499361  
## 1.00 0.3080050 0.09513844

k1 = ridge51$lambda  
plot(k1,k1,type = "n",xlab = "岭参数",ylab = "岭回归系数",ylim = c(-1,1))  
for (i in 1:2)   
 lines(k1,beta1[,i],type = "o",lty = linetype[i],pch = char[i],cex = 0.75)  
legend(0.8,1,inset = 0.5,legend = c("x1","x5"),cex = 0.8,pch = char,lty = linetype)

![](data:image/png;base64,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)

#可以选择k=0.8趋于稳定得到的岭回归方程

做完这些后，发现，在第六章要求去除多重共线性时，最小二乘法没法做到自变量选元的同时去除多重共线性

而在第七章，用岭回归来代替最小二乘法来去除多重共线性的同时自变量选元，还能保留较多的自变量.