**基于产业链甲醇期货价格预测重要变量筛选**
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**摘要：**本文使用随机森林和XGBoost算法，从甲醇产业链角度出发寻找预测甲醇期货价格的特征变量。样本选取2016年1月至2021年5月期间交易的真实数据。以筛选的基本面预测变量和经过归一化后的基本面预测变量构造对照模型，采用R2、MAPE来评估模型的表现。研究结果显示，无论是否进行归一化，模型的预测精度没有较大提高，但是经过归一化处理后所得的两种树模型的预测误差变得很大；无论是否对数据进行归一化处理，甲醇毛利、甲醇现货价格、甲醇产量三个变量对两种树模型的重要程度均处于最前列，对模型的预测具有重要意义。
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**一、 引言与文献综述**

期货作为全球金融体系的重要组成部分，在调节经济方面具有重要的作用，对期货市场进行研究非常具有意义[1]。目前对期货的研究主要集中在能化、黑色系以及农业板块，能化产品主要集中在PTA、聚氯乙烯等，黑色系产品主要为螺纹钢、焦炭、铁矿石等，农业产品有小麦、玉米、大豆等[2]，对能化板块中的甲醇研究较少。

阅读国内外相关文献可以发现，对金融市场的研究方法主要分为数理统计模型和机器学习方法[3]。其中数理统计模型包括自回归模型、差分自回归移动平均模型、广义自回归条件异常差模型等。机器学习算法模型包括决策树（DT）、支持向量回归模型（SVR）、随机森林（RF）、人工神经网络（ANN）等[4]。随着计算力的提升，机器学习逐渐被应用到金融领域的研究中，并表现出良好的研究性能[5]。

Einav和Levin（2014）指出在经济学研究领域中，经济模型关注的重点主要放在能够代表工序变化的因素上面，研究人员需要对数据的异质性进行校正，并试图获得估计参数的异方差一致的标准误差和协方差。此外还需要通过不同模型来评估模型的鲁棒性[6]。与传统计量模型相比，机器学习算法对数据的前提假设较少，是以数据为驱动，将重点放在模型的输出结果上，进而揭示出特征对模型的解释能力[7]。机器学习是让计算机能够像人类一样行为，通过输入数据，不断进行观察和学习来提升自己与真实世界交互的能力的一门学科[8]。随机森林算法是集成多棵决策树的集成模型，Breiman指出不需要考虑多元回归模型中的多重共线性问题[9]，Mohd等2019，Mullainathan和Spiess，2017[10]，Pérez-Rave等分别与2019年，2017年，2019年[11]均随机森林算法指出可以有效地避免模型的过拟合，是一个能够做出精确预测的强鲁棒性算法。Alexandre Lucas等（2020）使用梯度提升、随机森林和XGBoost对欧洲地区居民电价进行预测得出XGBoost对能源的价格能够做出精确预测[12]。

**二、预测变量的筛选方法**

期货价格预测效果取决于预测变量的选择和预测模型的构建。在预测变量的选择上，众多实证研究表明产品上下游产品的基本面数据对金融资产价格的预测具有重要意义[13]。

1. **基本面指标的筛选**

影响商品期货价格的因素有很多，从经济学原理的供需关系以及生产成本对供需关系的影响角度出发，期货商品的价格也应该在一定程度上遵循供需准则以及成本原理。从产业链的角度能够较为容易地找出影响商品期货价格的基本面数据。

甲醇作为石化产业链中的一个重要的中间产品，其生产的原材料主要为天然气，其下游的产品主要有甲醛、MITBE、冰醋酸等。根据供需关系以及生产成本对其的作用，上游产品的出厂价格将作为下游产品的生产直接费用，并呈现出正相关关系；根据供需关系原理，上游产品的库存量将对下游产品的生产成本产生一定的影响，并呈现出负相关关系；而上游产品的库存量又与该商品的开工率以及生产利润具备一定的相关关系，并且呈现出正相关关系；产品的进出口量中的进口将作为国内该产品的库存量的重要组成部分之一，出口量将作为该商品需求量中的一部分，与该产品的库存量也具备一定的相关关系，分别表现出负相关性和正相关性。此外，期货交易最终将以现货的方式进行交割，换言之，现货的交易价格与该商品的期货价格紧密相关。因而选择的基本面数据主要为上下游产品的现货价格、期货价格、供给、需求、成本、利润几个方面。以上是从供需关系和生产成本的角度以及期货交易的方式出发所做出的假设，具体的相关程度还要通过数理统计方法的分析才能确定相互之间是否存在这样的关系。基于数据的可获性，本文选择2016年2月至2021年5月期间甲醇的产量、进口量、出口量、库存量、现货价格、毛利，天然气的现货价格、产量、进口量、库存量，冰醋酸的进口量、出口量、库存量、消费量、库存量、现货价格、毛利基本面数据作为备选预测变量，甲醇期货交易日收盘价作为被预测变量。数据的来源为大智慧、卓创资讯、钢联以及生意社。

**2.预测变量的处理方法**

在这些可获的数据中，数据有日频、周频、月频的，本文采用的处理方式是将周频、月频数据转换为日频数据，具体的做法是将特征数据中相邻两个日期中的所有交易日均取为两者之间后者的样本值。此外，从实用角度出发，将这些备选预测变量向前移动一个周期，即如果是日频数据，则将甲醇的期货价格与该备选预测变量的前一交易日数据进行匹配；如果是周频数据则将甲醇的期货价格与该预测变量前一周的数据进行匹配；如果是月频数据，则将甲醇的期货价格与该预测便量的前一个月数据进行匹配。

使用SPSS统计分析软件对上述这些备选预测变量与甲醇的期货价格进行Person、Kendall以及Spearman相关性检验，检验结果如表1所示。

表1预测变量与被预测变量相关性检验结果

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | | 甲醇产量 | 甲醇出口量 | 甲醇进口量 | 甲醇库存量 | 甲醇现货价格 | 甲醇毛利 | 天然气产量 | 天然气进口量 |
| 期货价格 | Pearson 相关性 | -.054 | .270\*\* | -.506\*\* | -.457\*\* | .948\*\* | .959\*\* | -.122\*\* | -.009 |
| 显著性（双侧） | .059 | .000 | .000 | .000 | .000 | .000 | .000 | .754 |
| Kendall相关系数 | .010 | .143\*\* | -.344\*\* | -.322\*\* | .814\*\* | .849\*\* | -.122\*\* | -.010 |
| Sig.（双侧） | .596 | .000 | .000 | .000 | .000 | .000 | .000 | .618 |
| Spearman相关系数 | .005 | .195\*\* | -.506\*\* | -.458\*\* | .956\*\* | .968\*\* | -.173\*\* | -.039 |
| Sig.（双侧） | .855 | .000 | .000 | .000 | .000 | .000 | .000 | .170 |
|  | | 天然气库存量 | 天然气现货价格 | 冰醋酸出口量 | 冰醋酸进口量 | 冰醋酸库存量 | 冰醋酸消费量 | 冰醋酸现货价格 | 冰醋酸毛利 |
| 期货价格 | Pearson 相关性 | -.091\*\* | .425\*\* | .344\*\* | -.483\*\* | -.248\*\* | -.052 | .582\*\* | .379\*\* |
| 显著性（双侧） | .002 | .000 | .000 | .000 | .000 | .070 | .000 | .000 |
| Kendall相关系数 | -.090\*\* | .307\*\* | .250\*\* | -.301\*\* | -.175\*\* | .002 | .536\*\* | .324\*\* |
| Sig.（双侧） | .000 | .000 | .000 | .000 | .000 | .915 | .000 | .000 |
| Spearman相关系数 | -.123\*\* | .455\*\* | .347\*\* | -.430\*\* | -.252\*\* | .009 | .751\*\* | .480\*\* |
| Sig.（双侧） | .000 | .000 | .000 | .000 | .000 | .745 | .000 | .000 |
| \*\*. 在置信度（双测）为 0.01 时，相关性是显著的。 | | | | |  |  |  |  |  |

根据表1分析结果可以看出，除了甲醇产量、冰醋酸消费量以及天然气进口量与期货价格不显著相关以外，其余的备选预测变量在显著性水平0.01条件下均与甲醇期货价格显著相关。与我们此前的假设基本一致，并且符合经济学原理。因此，将冰醋酸消费量、甲醇产量以及天然气进口量以外的备选预测变量选作模型的预测变量。

**三、研究方法**

根据表1所示，各预测变量和被预测变量之间表现出强线性相关性的较少。根据各预测变量之间的相关性分析可以发现，大部分变量之间呈现出显著的相关性，限于篇幅没有将预测变量之间的相关性分析结果附上。方匡南等人于2011年指出，随机森林不需要考虑共线性问题，能够很好地处理高维度数据，对异常值和噪声有很好的容忍度，不易出现过拟合，且预测准确率高[14]。XGBoost作为梯度提升树模型的扩展，具有高稳定性和预测精度并且具备很强的拟合能力（fitting ability）[15]。根据预测变量和被预测变量所呈现出来的特点，本文采用随机森林和XGBoost回归模型来预测甲醇期货价格，并发现对预测甲醇期货价格贡献率较高的特征变量。

1. **随机森林回归模型**

随机森林是决策树算法的集成算法，它将n棵决策树的预测结果结合起来以做出比单棵决策树更为精确的预测。随机森林在构造单棵决策树的过程中除了在选择样本时使用随机抽样，同样选择随机抽样的方式从原特征空间中选择部分特征作为输入特征，此做法有效降低了模型的不稳定性。在构建单个决策树的过程中，本文选择以分层随机抽样的方式来出现数据泄漏的问题。由于本文采用的变量是时间序列，如果不考虑时间先后顺序二随机选择训练集和验证集，容易出现错误地将验证模型的部分信息作为已知信息对模型进行训练，有可能导致最终模型的无效[16]。

1. **XGBoost回归模型**

XGBoost是机器学习中较新的算法，由Chen和Guestrin在2016年提出，可用于分类、回归和排序模型的创建，是基于梯度提升树的扩展。XGBoost回归模型是基于决策回归树。，并在目标函数中包含了正则化项来避免模型出现过拟合现象。XGBoost回归模型的目标函数为：

*其中*为梯度提升算法损失部分，为正则化项，为常数项。XGBoost模型的参数可以分为三个部分，分别为通用参数，booster参数，学习目标参数。当其中的booster参数被设置为‘gblinear’是模型是一个线性模型，如果被设置为‘gbtree’则模型是一个树模型，根据被预测变量和预测变量相关性分析的结果可以看出，呈现出强相关性的变量较少，仅仅为2个，因而本文选择树模型。通过对上述三类参数进行调优以选择相对最优的回归模型。在构建模型过程中，同样采用分层抽样的方式来降低不良模型出现的可能性。

**四、实证分析**

**（一）变量样本数据说明**

本文选取了2016年1月至2021年5月时间区间内甲醇期货主力合约交易日的收盘价作为被预测变量。备选预测变量为甲醇的现货价格、产量、进口量、出口量、库存量、毛利，天然气的现货价格、产量、进口量、库存量，以及冰醋酸的现货价格、进口量、出口量、库存量、消费量、毛利共16个基本面特征变量。其中现货价格数据来源生意社网站，产量、进口量、出口量、库存量、毛利数据来源于钢联客户端，期货数据来源于大智慧行情系统。由于基本面数据中包含日序列数据、周序列数据、月序列数据，所以要对特征变量进行预处理，本文采取的处理方式是交易日若无新周序列数据、月序列数据将沿用上一条的数据。此外，将预测变量相对甲醇期货价格数据向前偏移一个时间单位。

**（二）预测变量筛选结果**

使用SPSS统计软件进行基本面变量和技术指标变量与甲醇期货收盘价格进行Pearson、Spearman、Kendall相关性分析。相关性结果如表1。在显著性水平0.01情况下，甲醇期货价格与冰醋酸消费量、甲醇产量以及天然气进口量之外的备选变量均显著相关，因而除了冰醋酸消费量、甲醇产量以及天然气进口量之外的变量均入选为预测变量。

**（三）模型预测结果**

**1. 原始数据模型回归结果**

随机森林和XGBoost回归模型的表现结果如下表所示。

表2原始数据回归模型结果

|  |  |  |
| --- | --- | --- |
|  | R2 | MAPE |
| 随机森林 | 0.990 | 0.012 |
| XGBoost | 0.991 | 0.012 |

选取两个回归模型中对模型贡献率最高的前5个变量，结果如下表所示。

表3原始模型贡献度最高特征变量

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 随机森林回归 | 甲醇毛利 | 甲醇现货价格 | 冰醋酸现货价格 | 甲醇产量 | 冰醋酸进口量 |
| XGBoost回归 | 甲醇毛利 | 甲醇现货价格 | 天然气进口量 | 甲醇产量 | 天然气产量 |

**2. 归一化数据模型回归结果**

表4归一化数据回归模型结果

|  |  |  |
| --- | --- | --- |
|  | R2 | MAPE |
| 随机森林 | 0.991 | 0.103 |
| XGBoost | 0.992 | 0.077 |

选取两个回归模型中对模型贡献率最高的前5个变量，结果如下表所示。

表5归一化模型贡献度最高特征变量

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 随机森林回归 | 甲醇毛利 | 甲醇现货价格 | 冰醋酸现货价格 | 甲醇产量 | 冰醋酸毛利 |
| XGBoost回归 | 甲醇毛利 | 甲醇现货价格 | 甲醇产量 | 天然气产量 | 天然气库存量 |

**（四）模型结果分析**

比较分别由原始数据以及经过归一化处理后的数据所构建的树模型的表现可以知道，在经过归一化处理之后，两种树模型的R2均提高了0.1%，模型的预测精度没有较大提高，但从MAPE表现结果来看，经过归一化处理后的两种树模型均表现地比原始数据构建的模型所表现出的结果要差，随机森林模型的误差增大了近10%，XGBoost模型误差增大了接近6%，因而从误差角度来看，将数据进行归一化处理后，模型的预测精确度反而变差了。比较表3和表5可以发现，无论是否将基本面数据归一化，甲醇毛利、甲醇现货价格以及甲醇产量这三个变量对两种树模型的重要程度都很高，可以认为这三个变量对预测甲醇期货价格具有重要作用。

根据两种树模型回归的结果可以看出，使用本文筛选基本面特征变量，可以将甲醇期货价格预测模型的R2保持在99%以上，能够很精准地预测甲醇期货价格，具有很高的实用价值。

**五 结论与启示**

首先，本文借助经济学原理中的生产成本以及供需关系准则角度初步选取模型的备选预测变量，对数据预处理之后使用相关性分析最终选取了模型预测变量。

其次，根据被预测变量甲醇期货价格，以及选取预测变量的特点选择随机森林、XGBoost回归模型。将预测变量以及被预测变量归一化后，构建对照回归模型，对两种树模型的超参数进行调优，得到最终的两种回归树模型。

最后，根据模型得到的预测结果进行对比分析。结果发现：在将数据进行归一化处理之后，两种树模型的R2并没有明显的变化，两者仅提高了0.1%，但模型的预测误差却变得很大，因而归一化并没有改善模型的预测精度。甲醇毛利、甲醇现货价格、甲醇产量对模型的重要程度并没有因为对数据进行归一化处理而发生较大变化，可以认为这三个特征变量对甲醇期货价格预测具有重要作用。使用本文筛选后的基本面特征数据，模型的预测精度可以达到99%，能够很精准地预测甲醇期货价格，具有很高的实用价值。
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