**国内外研究现状：**

表1 主观评价方法

|  |  |
| --- | --- |
| 客观评价方法 | 描述 |
| 构音障碍检查方法 | 但该量表以主观描述为主，缺乏量化评分, 不利于定量统计分析。 |
| GRBAS分级评估 | GRBAS等级标准主要关注患者发音的清晰度，并未涉及到构音器官和构音运动的评估 |
| Frenchay构音障碍 | Frenchay量表包含反射、呼吸、唇的运动、颌的运动、软腭运动、喉的运动、舌的运动、以及语言的理解和掌握8个检查任务，每个项目中包含 2-6个子项目。 |

表2 客观评价方法

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 工作 | 数据库 | 特征集 | 分类器 | 效果 |
| Milton[1] | UASpeech | MFCCs GNE HNR | LDA | 95% |
| Kim M J[2] | QoLT 2011 | PE-SFCC | i-vector PLDA | 60.78% SID |
| Bhat[3] | UASpeech | Multitapered spectral estimation | ANN | 96.44% SD |
| TORGO | ANN | 98.7% SD |
| Vásquez-Correa[4] | 没有来源 | F0、共振峰、MFCC、i-vector | SVR | 相关系数0.63 |
| Liu[5] | CanPEV | GOP和88eGeMAPs | MLP | 三分类81% |
| Tulics[6] | From the National Institute of Oncology | ASR phoneme posterior features | SVM,DNN对比 | DNN>SVM  95% 85% |
| Tulics[7] | ASR PP是否有用 | SVN\DNN | ASR后验概率用处不大  88% 89% |
| Tripathi[8] | UASpeech | 384维IS09 | SVM | 53.9% SID  97.4% SD |
| H. M. Chandrashekar[9] | TORGO | Spectro-temporal features | CNN | 98.3% SD  49.27% SID |
| Mohammed[10] | SVD | MFCC | 迁移学习ResNet34 | 95.41% |
| Bhat[11] | TORGO | Fbank MFCC i-vectors | BLSTM  迁移学习 | 98.2% SD |
| SiddhantGupta[12] | UASpeech | Wave、偏移 | ResNet | 98.9% |
| Joshy[13] | UASpeech | MFCC\CQCC | CNN\DNN\LSTM\SVM | CNN>DNN>SCM>RF  i-VECTOR>MFCC>CQCC |
| TORGO |
| Vásquez-Correa[14] | 没有来源 | 多模态  Speech\gait\handwriting | CNN | 准确度97.6% |
| Biswajit[15] | (PC-GITA | 时频、Jitter、Shimmer等特征 | SVM | 89% |
| Biswajit[16] | PC-GITA | HCCs和MFCC | MLP | 82% |

1. 病变和

**现有的数据库：**

表 3 公开发布的构音障碍语音库

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 数据库 | 时长（小时） | 人数 | 词汇量 | 模态 |
| 粤语（CUDYS） | 10 | 16（11/5） | - | 音频+视频 |
| 荷兰语（EST） | 6.3 | 16（16/0） | - | 音频 |
| 英语（Nemours） | 2.5-3 | 11（11/0） | - | 音频 |
| 英语（UASpeech） | 102.7 | 29（16/13） | 455 | 音频+视频 |
| 英语（TORGO） | 15 | 14（7/7） | 1573 | 音频+视频 |
| 中文(MSDM) | **44.1** | **50(25/25)** |  | **音频+视频** |

|  |  |  |
| --- | --- | --- |
| **数据特点** | **描述** | **导致的问题** |
| 构音障碍语音数据量不足 | 现有大部分的构音障碍语音库规模较小，一般仅有10小时的语音数据，且被试人数20人以内。 | 构音障碍数据的稀疏性，模型容易过拟合 |
| 构音障碍语音数据多样性 | 不同构音障碍患者，由于说话人、口音、病因和病情程度等，造成语音多样性 | 类内差距比类间差距大得多，模型较难拟合 |
| 数据规范问题 | 现有的数据集数据标注没有统一标准，而且主观性强均没有统计标注正确率 | 无法剔除垃圾数据，无法进行科学的量化 |

**思考**

考虑到数据量少、数据差异大、数据规范等问题。得到准确而通用的分类\回归模型是一个挑战。

目前有几个初步想法：

1. 使用针对性的迁移学习，针对不同的发音使用不同的预训练模型。一方面解决数据量稀缺和数据差异大的问题，一方面有望提升多分类的准确性。
2. 使用多模态融合，针对一些不能使用语音特征解决的问题，比如唇部的运动、面部控制等。
3. 使用个性化自适应技术，解决说话人、口音、病因和病情程度等，带来的语音多样性问题。
4. 尝试更底层和有效的声学特征，比如宽带窄带频谱信息、小波变换等。
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