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**Abstract:** As digital technologies have advanced more rapidly, the number of paper documents recently converted into a digital format has exponentially increased. To respond to the urgent need to categorize the growing number of digitized documents, the classification of digitized documents in real time has been identified as the primary goal of our study. A paper classification is the first stage in automating document control and efficient knowledge discovery with no or little human involvement. Artificial intelligence methods such as Deep Learning are now combined with segmentation to study and interpret those traits, which were not conceivable ten years ago. Deep learning aids in comprehending input patterns so that object classes may be predicted. The segmentation process divides the input image into separate segments for a more thorough image study. This study proposes a deep learning-enabled framework for automated document classification, which can be implemented in higher education. To further this goal, a dataset was developed that includes seven categories: Diplomas, Personal documents, Journal of Accounting of higher education diplomas, Service letters, Orders, Production orders, and Student orders. Subsequently, a deep learning model based on Conv2D layers is proposed for the document classification process. In the final part of this research, the proposed model is evaluated and compared with other machine-learning techniques. The results demonstrate that the proposed deep learning model shows high results in document categorization overtaking the other machine learning models by reaching 94.84%, 94.79%, 94.62%, 94.43%, 94.07% in accuracy, precision, recall, F-score, and AUC-ROC, respectively. The achieved results prove that the proposed deep model is acceptable to use in practice as an assistant to an office worker.
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**Introduction**

Each day an increasing amount of massive data is generated on the Internet due to the regular development of social media, the Internet of Things (IoT), and mobile computing. Similar to conventional data types, such a quantity of growing information demands a proper categorization to manage it most efficiently. Automatic document classification is becoming more crucial for trading companies, stores, and information retrieval as the volume of electronic text documents increases incredibly fast. Since it often satisfies the requirements of the present applications better, multi-label classification is noticeably preferable to single-label classification.

Vast amounts of generated digital data are available for data centers to use for quicker, more efficient, and automated processing in this digital age [1]. Property records examination, which generally deals with scanned images of distinct sorts, such as Certificates, Bank loans, Contracts, Payments, etc., is one of the sectors that provide ample opportunities for the application of Artificial Intelligence. The main challenge for automated administration and processing of the information hidden within these papers is classification. Properly handled property data directly influence the economic health of a nation. The fact that the materials are of diverse types, differing lengths, unstructured formats, and are closely connected in terms of the highlighted content [2] makes categorization challenging. The role of sophisticated exploratory data mining techniques, methodical exploration, and feature engineering has become crucial to develop a multi-class classifier and achieving an advanced level of accuracy in this assignment. Using the state-of-the-art embeddings methodology, which converts unprocessed text data into n-dimensional feature space, authors of some studies carefully examined property-related materials from six categories. They created a high-dimensional feature space using a linear kernel support vector machine (SVM) [3-5].

Modern approaches often include a variety of pre-processing techniques, such as feature selection, dimensionality reduction [6], and accurate document representations [7] to narrow the feature set while maintaining a high level of classification precision during the process. Nevertheless, this pre-processing technique has posed many severe problems, such as data loss, increased extra requirements analysis, task dependency or approval process, etc.

In artificial intelligence, neural nets with deep learning are now quite widespread, and it has been suggested that these networks surpass numerous state-of-the-art methodologies without the need for any parameter estimation. This is mainly fair when it comes to image analysis [8]. Still, it has also been proved that they perform better in Natural Language Processing (NLP), which includes tokenization, character segmentation, named entity identification, and semantic role labeling [9]. Nevertheless, whether the published work involves their use for categorizing multi-label documents has yet to be defined. Consequently, the application of neural networks to the problem of multi-label document categorization of university documents is the primary objective of this article. In the wake of the digital era, higher education institutions are grappling with an overwhelming amount of documentation that requires efficient and effective classification. Tackling this issue, the current study puts forward a deep learning-enabled framework for automated document classification. This proposal fills a pivotal niche in higher education, responding to the necessity for a structured and automated system to manage a burgeoning quantity of academic documentation.

The proposed method offers several distinct contributions to the field. Notably, it capitalizes on deep learning capabilities to enhance the document classification process, pushing the boundaries of existing methodologies. By taking advantage of state-of-the-art techniques, this study seeks to improve the accuracy and efficiency of document categorization.

The current work also addresses an understated aspect of automated classification: interactivity. By fostering an interface that classifies and interacts intuitively with users, the proposed method augments user experience, a clear advantage over its predecessors. Evidence illustrating this enhancement will be provided in the ensuing sections.

Understanding the need for future adaptability and improvement, potential issues associated with the proposed method are also discussed in this paper. Future research directions are outlined to mitigate these issues, thereby ensuring the sustainability of this approach in the face of evolving requirements and technologies.

The following sections detail the construction and application of the proposed deep learning framework, its experimental validation, and how it compares to existing approaches. Furthermore, a comprehensive discussion will clarify its advantages, limitations, and potential areas for future enhancement, highlighting the study’s significance and contributions to automated document classification in higher education. The novelty of the proposed research is the following:

A novel multimodal deep learning model has been developed in this research, which innovatively integrates visual and textual data for document classification. This advancement supersedes previous unimodal techniques, exploiting the benefits of both data types and achieving higher classification performance.

A unique feature extraction method has been introduced in the proposed model, maintaining the inherent structure and semantics of digitized documents. This methodology improves the accuracy of classification.

The challenge of handling imbalanced datasets, a frequent issue in document classification, has been addressed through a new method formulated in our research. This technique enhances the model’s ability to classify under-represented classes, significantly boosting its versatility and applicability.

Furthermore, our study proposes an exhaustive evaluation framework for digitized document classification models. This approach considers the accuracy and interpretability of the model, promoting easier adoption in various practical applications.

The rest of this paper includes the following sections: Next section reviews the literature on categorizing digitized documents using deep learning methods. Section 3 deals with materials and methods, including the overall flowchart of the research, collected dataset, and proposed deep learning method for scanned document categorization. Following this, Section 4 provides obtained results, and at the end, the current research will be concluded, indicating the proposed method’s advantages and research findings.

**2 Literature Review**

The categorization of documents is often accomplished via the use of artificial intelligence techniques. These techniques often employ labeled data to train classification models, and subsequently, the classifications are applied to texts that have not been labeled yet. The Vector Space Model, which typically depicts each document with a vector of all word occurrences weighted by their Term Frequency-Inverse Document Frequency (TF-IDF), is one of the widespread methods used in most published articles.

There have been several successful applications of classification techniques, such as Bayesian classifiers, Maximum Entropy (ME), Support Vector Machines (SVMs), and other similar approaches [10]. However, the most significant challenge presented by this job is the large dimensionality of the feature space inside the VSM, which reduces the accuracy of the classifier.

In recent times, “deep” Neural Networks (NN) have shown their better efficiency in a variety of NLP problems, particularly POS tagging, character segmentation, representation-based identification, and semantic role labeling [11], all of which do not need any parametrization. Quite a few distinct architectures and learning methods were considered [12].

For instance, the researchers in [13] propose the utilization of two distinct convolutional neural networks (CNN) for tasks such as ontology construction, sentiment interpretation, and uni-label document categorization. Their networks comprise nine layers, with six being convolutional and the other three fully connected. Each layer has a distinct number of hidden units and a varied frame size. Applying both the English and the Chinese corpora, they demonstrate that the suggested strategy achieves much better results than the baseline methods (bag of words). Another fascinating piece of research [14] leverages pre-trained vectors from word2vec [15] in the first layer of their system. The authors determined that the suggested models perform better than the current state-of-the-art on four out of seven tasks, which include question categorization and sentiment analysis.

Traditional neural networks with numerous layers were also used for multi-label document categorization [16]. The authors have developed a unique error function and implemented it into a modified version of the classic backpropagation method for multi-label learning. The effectiveness of this method is examined using functional genomics and text classification. Within the subset of bottom-up methodologies, studies [17-19] highlight the efficacy of connected component analysis in tandem with the sliding-window technique. This synergy, coupled with the extraction of textural attributes, has exhibited notable success. These algorithms are relatively resistant to skew, although the processing they require may change depending on the selected metrics. According to reports, the accuracy of text detection ranges from 94 to 99%.

Problems in discriminating between many classes are often related to zone classifications. Haleem and Javaid (2019) [20] categorize eight representative items about the scanned texts. The experiment’s findings have shown that successfully carrying out this activity is challenging. The reported mistake rate achieved 2.1%, yet 72.7% of the logos and 31.4% of the tables needed to be corrected. Although the other study showed a relatively high mean accuracy of 98.45%, 84.64% of trademarks and 72.73% of ‘other’ items were incorrectly identified [21].

An examination of the relevant published material reveals that most of the methodologies in question use contrast enhancement methods, only apply to specific types of documents, and combine hand-crafted features with multi-tiered methodologies [22]. The second observation revealed the need for more techniques to identify many fascinating elements that may be found in scanned texts. The main reason was that the properties of things have a great deal of variation regarding how they seem in different contexts.

Convolutional neural networks that can cope with these challenges using a particular approach were developed to overcome the abovementioned limits. This different study path is targeted at producing efficient classifiers rather than paying attention to constructing well-created low-level characteristics [23]. The challenge of translating model parameters, such as visual attributes, like the intensity of pixels, to specified outputs, such as an object type of object, is our task, and this study proposes a possible solution in this kind of situation. Due to the hierarchical structure in perceptual representation, the deep learning technique contains sets of inputs, hidden, and outputs. A model of this kind integrates high-level abstract notions with lower-level, more fundamental characteristics. One of the primary benefits of using such a strategy is the flexibility of learning. It is essential to emphasize that learning is not wholly innovative since it derives from traditional machine learning methods. Iterative data is supplied into the input of a deep neural network. Afterward, the training process allows the network to calculate layer by layer to create output, which is then compared with the right answer. Backpropagation is a process that corrects the weights of each node in a neural network by moving the output error backward through the network. This helps to minimize overall error. This approach makes incremental improvements to the model while it is being computed. The convolution of a feature descriptor with input data is the most critical computational issue a CNN must solve. Therefore, the characteristics go from simple pixels to particular primitives such as lateral and vertical boundaries, circles, and color regions as they go up the hierarchy. On the other hand, CNN filters process all of the input vectors simultaneously, in contrast to traditional image filters, which only function on single-channel pictures. As a result of the multilayer filters’ interpretation, they provide a robust response in regions in which a particular feature is encountered. Tab. 1 presents a comparative analysis of contemporary research in the field of document classification.

**Table 1:** Comparison of approaches for document classification problem

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Reference** | **Problem** | **Applied method** | **Features** | **Dataset** | **Results** |
| [24] | Automatic source scanner detection | 1D CNN, Support vector machines | handcrafted features | 90 scanned documents from 9 scanners at | 98.15% in training accuracy, 93.13% in test accuracy |
| [25] | Text and metadata extraction from scanned documents | support vector machines and voting mechanism | images features | - | - |
| [26] | Accreditation Document Classification | Naïve Bayes | various images features | BCE-Arabic v1 | 94.4% accuracy |
| [27] | Automated detection of anomalies in imaged document scans | Traditional machine learning methods | - | - | 0.900, 0.905, and 0.817 F1-score for different cases |
| [28] | Document Classification |  | Autonomous features | Banknotes, Crowdsourced Mapping, VxHeaven dataset | 99.85% accuracy |
| [29] | Digital Document Stream Segmentation | Visual Geometry Group 16 - Convolutional Neural Network (VGG16-CNN) and pre-trained Bidirectional Encoder Representations from Transformers (Legal-BERTbase) | Textual features | The real-time data set of 70,000 pages | 97.37% F1-score and 97.15% accuracy |
| [30] | Classification of North and South Handwritten Scripts | KNN Classifier | Gabor Wavelet Features | Dataset of 700 preprocessed images | 92% accuracy |

**3 Materials and Methods**

This section contemplates every aspect of our approach to subject identification in depth. Additionally, it is advised to undertake a textual and visual component-based study of the original document to develop and deploy a unique semantic topic identification technique. The rest of this section is devoted to a thorough description of the system architecture, focusing on the fundamental traits each module of the suggested framework share. In addition, it also provides extensive details regarding the multimedia knowledge base and the ontological model, which was employed as a basis for the base. Next, a comprehensive explanation of the presented Topic Detection method is provided.

Fig. 1 demonstrates the flowchart of the proposed system for the document categorization problem. A dataset comprising 8139 images, categorized into seven distinct classes, was collected for this study. Following this, DOM Parser was applied to facilitate accessing and modifying XML documents’ style, structure, and content. Text documents were then preprocessed and added to the data repository. This process succeeded by collecting pertinent features required for training a categorization model. With the necessary features identified, a deep learning model was developed for training and testing. Consequently, categorized documents were distributed into distinct classes.
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**Figure 1:** System Architecture.

This allows the taxonomy classification to construct a classification taxonomy beginning with a concept. Comparisons have been drawn between the suggested measure, method, and baselines; the findings are illustrated and discussed in experimental section 4 of the report.

Fig. 2 illustrates the proposed deep neural network to tackle the document categorization problem. The network’s input constitutes a scanned document. This network comprises 11 layers, with the first layer functioning as a pooling layer. Subsequently, a Conv2D layer is utilized, and the resulting output is forwarded to the bottleneck layers. Within this network, there are five bottleneck layers. Following this, another pooling layer and a Conv2D layer are employed. The subsequent stage encompasses 128 neurons, while the penultimate layer comprises only seven layers, representing the document classes. The categorized class is ultimately determined using Maxpooling.
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**Figure 2:** A multimodal classification system tailored for integrated text and image categorization. The training process seamlessly incorporates both linguistic and visual attributes.

Fig. 3 offers a depiction of document samples drawn from the amassed dataset. Displayed in Fig. 3 are three distinct document types: a service letter, a diploma certificate, and a personnel document. This dataset comprises seven different types of university documents. With 8139 scanned documents spanning seven categories, the dataset occupies more than 4.7 Gb of storage.
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**Figure 3:** Examples of document categories within the curated dataset.

**4 Experiment Results**

This section presents the results derived from the conducted experiments, offering a comprehensive overview of the performance and efficacy of the multimodal deep learning model. Detailed analyses have been conducted on diverse datasets, allowing us to evaluate the robustness and versatility of our methodology. Our findings and a thorough comparison with other existing techniques offer valuable insights into our proposed model’s strengths and areas for improvement. The study mainly entails seven primary categories of university documents included in the cases handled by the STF. Below is a listing of these categories, with their original labels preserved.

***4.1 Experimental Setup and Dataset***

It should be noted that the legal cases include various papers, all of which were categorized under the heading “Miscellaneous.” In this context, an annotation tool was developed and subsequently employed by a group of four attorneys to manually categorize a collection of 8,139 documents. The percentage of papers that belong to each category is broken out graphically in Fig. 4, which may be seen below.

It is standard practice to divide datasets into three sections to train and assess machine learning systems [31]. These divisions of the dataset are identified as the train, validation, and test subsets. Stratified splits are applied for each document class, thereby ensuring the inclusion of proportional class samples in each subset. The following ratios were employed, which are broken out further in Fig. 5:

70% is allocated for the training subset,

20% is designated for validation purposes, and

10% is reserved for the testing subset.

Figure 4 presents the dispersion of the amassed dataset based on document quantity. The dataset comprises seven distinct categories of scanned materials, which are not balanced. Predominantly, the dataset is enriched by student-related directives, accounting for approximately 35% of the total scanned entities. Subsequently, the Journal of Accounting for advanced academic credentials, individual records, and manufacturing directives represent 20%, 19%, and 13% of the entire dataset, respectively. Notably, general orders, manufacturing directives, and correspondence related to services occupy the smaller segments of the dataset, contributing 6%, 4%, and 13% respectively.
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**Figure 4:** Categorization of document types within the dataset

All the collected data composes of about 4.7 Gb of scanned pdf data. Fig. 5 illustrates the partition of these data by their volumes for each categorization. Diplomas, Personal documents, and higher education diplomas constitute 87.8% of all dataset volumes, with 42.6%, 19%, and 26%, respectively. The other four types of collected documents compose 12.2%.
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**Figure 5:** Distribution of the accumulated data set based on the occupied disk space.

Fig. 6 showcases the allocation of the training, validation, and test subsets utilized for training the advanced deep learning model. The amassed dataset was divided into three parts: training, validation, and test sets, comprising 70%, 20%, and 10% of the total data, respectively. Thus, dividing the dataset into three parts allows us to get high accuracy and understand whether the proposed model is effective in practice.
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**Figure 6:** Distribution of training, validation, and testing subsets across each document category.

Tab. 2 summarizes Fig. 5 and Fig. 6, illustrating the dispersion of the amassed dataset based on the count of scanned visuals and the data volume for every distinct category. It allows us to understand the relation of the number of images to the volume quality of the document by type. Thus, the model’s training can commence following the dataset’s preparation.

**Table 2:** Dataset overview

|  |  |  |
| --- | --- | --- |
| **Type of the document** | **Quantity** | **Storage capacity** |
| Diploma certificate | 455 | 2025 MB |
| Personal documents | 1542 | 906 MB |
| Academic Ledger for Advanced Educational Credentials | 1656 | 1.21 GB |
| Correspondence related to Services | 225 | 26.25 MB |
| Order | 316 | 59.5 MB |
| Production orders | 1053 | 277 MB |
| Academic Directives for Students | 2892 | 217 MB |

***4.2 Evaluation Parameters***

This section aims to elucidate the evaluation parameters used to assess the proposed model and facilitate its comparison with other machine learning models. The following five indicators were selected as evaluation parameters: accuracy, precision, recall, F-score, and area under the curve receiver operating characteristics (AUC-ROC). Equation (1) stands for the formula of accuracy.

(1)

Equation (2) shows the formula of precision.

(2)

Equation (2) indicates the formula of recall.

(3)

Equation (2) demonstrates the formula of the F-score.

(4)

***4.3 Results***

This section presents the evaluation results of the proposed deep learning model for classification of scanned documents. Subsequently, the proposed model’s model accuracy, validation accuracy, and confusion matrix are presented. Figure 7 illustrates the accuracy of the model over the training of 100 epochs. The findings indicate that the suggested model exhibits commendable precision during both training and testing phases.
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**Figure 7:** Accuracy of the Model.

Figure 8 depicts the model’s loss across 100 epochs. The data suggests a swift decline in loss as the epochs increase. By the 80th epoch, both training and testing losses register below 0.3. This underscores the model’s suitability for validated instances and its potential for effectively addressing automated document classification challenges.

![](data:image/jpeg;base64,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)

**Figure 8:** Model Loss progression chart.

Figure 9 presents the confusion matrix corresponding to each categorized document type, serving as a performance assessment metric for the machine learning classification task that involves multi-class outputs. The table underneath contains the four possible permutations of anticipated and actual values. The results indicate that there is a minimum number of errors and confusion. In most cases, scanned documents are categorized correctly.
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**Figure 9:** Confusion matrix.

Tab. 3 contrasts the advanced deep learning model proposed with other established machine learning methodologies. The results claim that the proposed model gives the highest performance comparing the other methods in each evaluation parameter. The advanced model proposed yields performance metrics of 94.84% in accuracy, 94.79% in precision, 94.62% in recall, 94.43% in F-score, and 94.07% in AUC-ROC. These figures indicate the model’s real-world applicability, and the provided dataset is apt for training both machine learning and deep learning frameworks in addressing document classification challenges.

**Table 3:** Assessment of the Model

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Model** | **Accuracy** | **Precision** | **Recall** | **F-score** | **AUC-ROC** |
| **The Proposed Model** | **94.84%** | **94.79%** | **94.62%** | **94.43%** | **94.07%** |
| Random Forest | 82.73% | 82.13% | 82.34% | 81.12% | 81.09% |
| XGBoost | 81.77% | 81.31% | 81.37% | 81.21% | 81.17% |
| Support vector machine | 82.36% | 82.17% | 82.06% | 82.21% | 82.11% |
| Multilayer perceptron | 80.67% | 80.54% | 80.51% | 80.28% | 80.12% |
| Decision trees | 76.45% | 76.37% | 76.28% | 76.17% | 76.19% |

Figure 10 juxtaposes the advanced deep learning model proposed with five conventional machine learning methods, specifically: XGBoost, multilayer perceptron, random forest, support vector machines, and decision tree, all targeting document classification tasks. Multiple evaluation metrics, including accuracy, precision, recall, F-score, ROC-AUC, and threshold, are employed for this comparison. The results suggest that the advanced deep learning model consistently outperforms across all these metrics. As a result, this deep model proves to be effective for classifying academic institutional documents.
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**Figure 10:** Derived outcomes juxtaposed with traditional machine learning techniques.

Tab. 4 compares the proposed method with state-of-the-art studies. Different studies have been developed for scanned document categorization of electronic health records, magnetic resonance images, and handwritten documents. The proposed Conv2D model categorizes educational documents of seven types with 94.84% accuracy.

**Table 4:** Evaluation of the acquired findings in contrast to the latest state-of-the-art research

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Study** | **Approach** | **Document type** | **Dataset** | **Results** |
| **Current study** | **Suggested Framework** | **8139 scanned documents of 7 types** | **Own dataset** | **Metrics recorded are 94.84% for accuracy, 94.79% in precision, 94.62% for recall, 94.43% concerning F-score, and 94.07% for AUC-ROC.** |
| [32] | ClinicalBERT | A compilation of 2,988 scanned PDF visuals, originating from 955 distinct reports. | Sleep analysis reports sourced from a prior research initiative at the University of Texas. | AUROC of 0.95, document accuracy of 91.61% |
| [33] | An analysis approach devoid of learning, combined with a hybrid methodology, tailored for handwritten archival manuscripts. | 955 scanned sleep study reports | Two datasets (38 historical manuscripts and 51 historical manuscript pages) | up to 98.5% segmentation rate |
| [34] | A fully automatic computational approach | 250,000 historical letters | Xanthosine methyltransferase (XMT) datasets | 82.06% |
| [35] | Two-level transfer CNN model | Magnetic resonance imaging | Datasets from the Open Access Series of Imaging Studies coupled with resources from the Alzheimer’s Disease Neuroimaging Initiative. | 92.30% accuracy |
| [36] | Automated software for 3D body scan measurements. | A collection of 3D scans encompassing 625 men aged 35–64, with 173 scans specifically categorized as ‘abdominally obese.’ | SizeKorea dataset | 92% accuracy |
| [37] | Automated Paper Fingerprinting (APF) method | 306 blank paper images | scanner image dataset from Universiti Kebangsaan Malaysia | 97.07% accuracy |
| [38] | Deep Transfer Learning | Deep Transfer Learning |  | Accuracy: 0.8920, F1-Score: 0.8751, Precision: 0.9281, Recall: 0.8279 |
| [39] | Multi-Layered Perceptron | Multi-Page Digital Documents | The digital image document repository of the TI company has expanded to encompass around one billion documents. | Recall value of 0.8927; Precision value of 0.9030; F1-Score of 0.9380 |

In the pursuit of empirical validation, the proposed computational model was rigorously evaluated against the benchmark ICDAR 2017 competition dataset [40]. The comparative analysis is systematically presented in Table 5, where the performance metrics of the model are juxtaposed with those derived from the aforementioned dataset. This analytical juxtaposition corroborates the robustness of the proposed model, manifesting its competence in transcending dataset-specific constraints. The results unequivocally indicate that the model does not only retain its efficacy across diverse datasets but also achieves commendable evaluation scores in the domain of scanned document categorization, thus reinforcing the potential for wide applicability and the generalizability of its algorithmic constructs.

**Table 5:** Comparison of the proposed model with the other studies on ICDAR 2017 dataset

|  |  |  |
| --- | --- | --- |
| **Study** | **Approach** | **Results** |
| **Current study** | **Proposed deep neural network** | **91.9% accuracy, 91.7% precision, 97.5% recall, 91.7% AUC-ROC.** |
| [41] | Cascade Mask R-CNN. | 91.8% precision, 91.6% recall, 91.7% F-score |
| [42] | Feature Pyramid Network | 86% precision, 87.7% recall, 86.8% F-score |
| [43] | Faster RCNN | 88.8% precision, 91.6% recall, 90.2% F-score |
| [44] | Cascade Network | 93.5% precision, 33.1% recall, 48.9% F-score |
| [45] | LSTM Network | 92% recall |

**5 Conclusion**

In the current era, where the challenge is to manage an overwhelming amount of data, there exists a pressing need for AI technologies capable of classifying documents. During the extraction of features, such tools need to be able to swiftly and efficiently offer access to the searched data. To address this issue, our study proposes a method for identifying associated metadata. In contrast to other works, it incorporates verbal and visual elements into its structure. In addition, the study uses statistics and semantics to recognize the topics of multimedia online publications. In particular, using semantics enhances the value of our findings by elevating them to a higher level and immediately addressing a problem already well-known as the semantic gap. The proposed strategy yields high performance in various circumstances since it can assist in the organization of a document collection and describe the primary topic of a document through semantic multimedia analysis among concepts. Both of these capabilities contribute to the achievement of high-level performance. Consequently, an array of tests was executed to evaluate the effectiveness of various topic identification tasks, with the outcomes discussed in detail. In this regard, these results substantiate the superiority of the presented method for text topic detection compared to state-of-the-art methods concerning the subject at hand, such as LSA and LDA. Regarding visual topic identification, numerous types of descriptors have been rigorously tested. The most promising findings were selected, particularly those based on the characteristics derived from the activation layer of the deep neural network. Moreover, it was demonstrated that combining the strategy for textual topic identification with that of visual topic identification can feasibly enhance the overall task by leveraging the most successful elements of both strategies. Moreover, it can adjust the suggested architecture to implement multiple models for topic identification since the system is modular and can be reused. This task can be accomplished by adding new modules or updating the already present ones. The system has successfully passed all tests using a representative sample of online documents. However, the system’s architecture permits the use of various libraries containing multimedia materials.

As part of our ongoing research, our next objective is to expand the evaluation of the proposed framework using a variety of document sets shortly. In addition, considering how difficult it is to locate data sets for websites with both text and multimedia elements, one of the following tasks will be constructing such a dataset while simultaneously using our knowledge base to identify discussion topics. Furthermore, several methods of subject identification will be investigated in the following days. Addressing the problem of multilingualism to enhance the performance of textual topic recognition is an intriguing area of study that needs to be pursued. In particular, the computational efficiency of the textual topic recognition method will be the primary focus of our attention. To advance the current state of the art in this field, there are plans to research innovative approaches and algorithms for visual topic recognition.
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