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# Abstract

Identifying abrupt changes in the structure and functioning of systems, or system regime shifts, in ecological and social-ecological systems leads to an understanding of relative and absolute system resilience. Resilience is an emergent phenomenon of complex social-ecological systems, and is the ability of a system to absorb disturbance without reorganizing into a new state, or regime. Resilience science provides a framework and methodology for quantitatively assessing the capacity of a system to maintain its current trajectory (or to stay within a certain, and often desirable regime). If and when a system’s resilience is exceeded, it crosses a threshold and enters into an alternate regime (or undergoes a regime shift).  
I use Fisher Information to detect regime shifts in time and space using avian community data obtained from the North American Breeding Bird Survey within the area east of the Rockies and west of the Mississippi River. Fisher Information is a technique that captures the dynamic of a system, and this metric will be calculated about a suite of bird species abundances aggregated to the route level for all possible time periods. Transmutation (aggregation error) about inclusion or exclusion of certain bird species, functional groups, and guilds will be analyzed. Efforts have been made to develop early warning indicators of regime shifts in ecosystems, however, for most ecosystems there is great uncertainty in predicting the risk of a regime shift, regarding both when and how long it will take to happen and if it can be recognized early enough to be avoided when desired. We will complement the use of Fisher Information with multiple discontinuity analyses about body mass distributions at the route-level to achieve the aim of identifying individual species that best serve as early-warning indicators of regime shifts. For those species found on the edges of body mass aggregations, we test the hypothesis that the background variance in their abundances (on Breeding Bird Survey routes) will increase more than those not observed at the edge of discontinuity aggregations. Identification of early-warning indicators of regime shifts in ecological systems allows management efforts to focus on a single or a small number of species that inform us about ecosystem resilience and trajectory.  
These methods transcend the primary objective of the Breeding Bird Survey (to monitor population trends) and use this expansive dataset in such a way that information about ecosystem order, trajectory, and resilience emerge. Here, we utilize an expansive dataset (the Breeding Bird Survey) to make broad-scale estimations and predictions about ecosystem resilience, regime status and trajectory, and ecosystem sustainability. Identification of regime shifts and early-warning indicator species may afford us the ability to predict system regime shifts in time.

# Table of Definitions

Research surrounding regime shifts, threshold identification, change-point detection, bifurcation theory, etc. is muddled with jargon. Here, I provide a table of definitions (Table ??) for terms and concepts that may either be unfamiliar to the practical ecologist, or may have multiple meanings among and within ecological researchers and practitioners. With this table, I aim to both improve the clarity of this dissertation *and* highlight one potential issue associated with regime detection methods in ecology: semantics.

# Introduction

Anthropogenic activity in the last few decades will continue to influence the interations within and among ecological systems worldwide. The complexity of and drivers of changes in coupled human-natural systems is consequently altered, further limiting our ability to detect and predict change and impacts of change (Liu et al., 2007; Scheffer, 2009). Early warning systems are developed to detect, and in some cases predict, abrupt changes in disparate systems [e.g. cyber security [@!!!!!], infrastructure [@!!!!], banking crises (Davis & Karim, 2008), and agricultural systems]. The need to develop and improve early warning systems for natural and coupled human-natural systems is exacerbated by the consequences of climate change and globalization, especially when the human-related stakes are high.

## Forecasting abrupt changes in ecology

Forecasting undesirable change is, arguably, the holy grail of ecology. Paired with an understanding of system interactions, a forecast is ideal if it provides reliable forecasts with sufficient time to prevent or mitigate unwanted systemic change. Early warning systems (or early warning signals, or early warning indicators) have been developed and tested for some ecological systems data (especially marine fisheries time series and for nutrient loading in shallow lakes). Despite the quantitative methods proposed as early warning systems for ecological data (hereafter referred to as regime detection measures, RDMs), many are currently of limited practical utility. This paradox may be a consequence of existing ecological early warning systems (or other quantitative methods for identifying systemic change) having one or more of the following characteristics:

1. not generalizable across systems or system types (especially when it requires a model or a determinsitic function to describe the system)
2. require a large number of observations
3. difficult to implement
4. difficult or to interpret
5. requires an understanding of the drivers of change
6. performs poorly under uncertainty
7. give no uncertaintiy around estimates (tying into interpretation issues)
8. cannot handle noisy data
9. ignores or does not sufficiently account for observation error
10. no baseline with which to compare results
11. no application/testing on empirical systems data
12. systems are subjectively bounded (i.e., components are chosen)
13. being overshadowed by semantics
14. are based on two observations (e.g., before-and-after)
15. cannot link the shift to potential drivers (i.e. the method reduces the dimensionality such that it is unitless and/or loses all relevant information)

Research focusing on the above areas as they relate to RDMs will contribute to the advancement and improvement of existing early warning systems, and will, hopefully, highlight methods which are useful and which are not to practitioners and decision makers.

## Dissertation aims

The overarching aim of this dissertation is to advance our understanding of the utility and limitations of select early warning systems. Specifically, I focus on RDMs capable of analyzing multi-varaible data, including temporally- and spatially-explicit. Although the most widely-applied RDMs proposed in the ecological literature are those deveoped for and tested on single-variable time series (e.g., temperature or fisheries stock time series), the utility of these methods in multi-variable systems (data) is limited. Regime detection metrics for tracking and identifying changes in multivariable systems data are of greater use than single-variable RDMs in systems within which a change manifests dynamically and across multiple variables (e.g., species). Multivariable RDMs may also prove advantageous when the drivers of systemic change are unknown. Further, ecological systems are noisy, and ecological systems data are messy. Although it’s taken us many decades to produce realiable weather forecasts 5 days out (and climate is a low-number system), ecologists produce regime detection methods with the promise of predicting high-dimensional ecosystem change in advance. Many of these RDMs are not models, like the weather forecasting models which have taken years to refine.

## Dissertation structure

### Chapter overview

The dissertation comprises a brief introduction [Chapter 1], an overview of the myriad regime detection measures used or proposed for use with ecological data [Chapter 2], a detailed guide to Fisher Information as a RDM written for the lay ecologist [Chapter 3], an application of Fisher Information to spatially-explicit data [Chapter 4], introduction of a new regime detection measure, velocity [Chapter 5], a study of data quality and data loss on select regime detectiob measures [Chapter 6], an application of body mass discontinuity analysis to spatially explicit data [Chapter 7], and a conclusions chapter [Chapter 8].

### Accompanying software (appendices)

This dissertation is accompanied by the vignettes for two software I created, which are publicly available for use (MIT use and distribution license). The first is regimeDetectionMeasures (Appendix ??), is an R package for calculting multiple regime detection measures, and the second, bbsRDM (Appendix ??), is a package which downloads and uses the North American Breeding Bird Survey data to calculate regime detection measures (using regimeDetectionMeasures).

# A Brief Overview of the Ecological Regime Detection Literature

## Introduction

*If a regime shift occurs and no one detects it–is it a regime shift at all?* **No**, if the regime shift is defined as a change in a system which negatively impacts humans. **Yes** if the regime shift is defined simply as a shift in the underlying strucutre of a system.

Long-lasting changes in the underlying structure or functioning of natural systems due to exogeneous forcings (also called regime shifts) is of interest to ecologists. The ability to identify and predict these shifts is particularly useful for systems which are actively managed, provide ecosystem services, or provide benefit to societiy. Despite the utility of identifying and refining the regime detection methods (or early warning signals or indicators), there exists a disparity among the number of methods proposed for detecting abrupt changes in ecological, oceanographic, and climatological systems and the studies evaluating these methods using empircal data (@ Hawkins, Bohn, & Doncaster, 2015). Further, new methods continue to permeate the literature despite this disparity. Although reviews of regime shift detection methods exist (Andersen, Carstensen, Hernandez-Garcia, & Duarte, 2009; Boettiger, Ross, & Hastings, 2013; Clements & Ozgul, 2018; Dakos et al., 2015a, 2015b; deYoung et al., 2008; Filatova, Polhill, & Ewijk, 2016; Kefi et al., 2014; Litzow & Hunsicker, 2016; Mac Nally, Albano, & Fleishman, 2014; Mantua, 2004; Roberts et al., 2018; S. N. Rodionov, 2005; Scheffer, Carpenter, Dakos, & Nes, 2015), the most comprehensive presentation of available methods as they is outdated (S. N. Rodionov, 2005)\*[[1]](#footnote-30)

Perhaps given the sheer number of methods available, there is not currently a single, comprehensive source to which the practical ecologist can refer for identifying potential regime detection measures. Prior reviews of this literature vary in both the number and detail of the methods presented, often focusing on a single aspect of regime shift theory (Andersen et al., 2009), or relaying methods to disciplinary audiences (Roberts et al., 2018). Here I present a brief, systematic review of the methods proposed as what I will call regime detection methods (RDMS) in the ecological literature. I also synthesize the RDMs which are designed to identify ecological regime shifts under uncertainty. I.e., when the regime shift is not hypothesized *a priori*.

Methods proposed for detecting ecological regime shifts (RDMs) are not easily identified using systematic literature review techniques for several reasons. First, the terminology associated with regime shift detection methodologies is highly variable within and among fields (Andersen et al., 2009). For example, the terms, *regime shifts, regime changes* and *tipping points* are variably used in studies of ecological systems, whereas *inhomogeneities* is common in meterology and climatology and *structural change* is largely confined to econometrics. Although semantics vary both within and across disciplines (e.g., a regime shift vs. a structural change), many methods are shared or concurrently applicable. Second, papers introducing a new method or approach to identifying regime shifts are not often proposed in publication outlets with aims of disemminating new quantitative methods (e.g., *Ecological Modelling*, *Methods in Ecology and Evolution*). Rather, many new methods are published in journals with refined (e.g., *Entropy*, *Progress in Oceanography*), as opposed to broader scope scopes (e.g., *Ecology* and *Nature*).

Some RDMs require the use of mechanistic models however some methods fall into the category of model-independent (or model-free), or they require only simple autoregressive (AR) models. In most situations, the practical ecologist will have insufficient data or a limited understanding of the system with which to parameterize even the simplest mechanistic models. The regime detection measures requiring only a limited or no understanding of the mechanisms generating the observed data, I synthesize the utility of these methods here. Further, I synthesize methods not requiring an *a priori* hypothesis about if and where the regime shift occurred.

## Methods

To identify the extent to which these methods are not obvious to the practical ecologist, I conducted a systematic literature review. I attemped to identify original papers which introduce new, quantiative RDMs. Although the review method was to detect as many methodological papers as possible, most RDMs of which I was previously aware were not identified using a systematic technique. Therefore, while highlighting the literature search results, I also provide the missing methods.

### 1. Identifying regime detection methods

Candidate articles were identified for two reasons: 1) a bibliographic analysis of regime shift relevant papers in ecology and 2) to identify regime detection methods proposed in the literature. The data used for the latter (identify methods) are a subset of the data used for the former (bibliographic analysis).

I first queried the Thomson-ISI Web of Science (WoS) database (on 06 March 2019) to identify articles which mention terms related to regime shifts, or abrupt changes, using the following boolean:  
> TS=((“regime shift” OR “regime shifts” OR “regime change” OR “regime changes” OR “catastrophic change” OR “catastrophic shift” OR “catastrophic changes” OR “catastrophic shifts” OR “sudden change” OR “sudden changes” OR “abrupt shift” OR “abrupt shifts” OR “abrupt change” OR “abrupt changes” OR bistab\* OR threshol\* OR hystere\* OR “phase shift” OR “phase shifts” OR “phase change” OR “phase changes” OR “step change” OR “step changes” OR “stepped change” OR “stepped changes” OR “tipping point” OR “tipping points” OR “stable states” OR “stable state” OR “state change” OR “state changes” OR “stark shift” OR “stark change” OR “stark shifts” OR “stark changes” “structural change” OR “structural changes” OR “change-point” OR “change point” OR “change-points” OR “change point” OR “break point” OR “break points” OR “observational inhomogeneity” OR “observational inhomogeneities”) AND (“new method” OR “new approach” OR “novel method” OR “novel approach”))

where ‘\*’ indicates a wildcard. Limiting the search to the Web of Science Categories *Ecology* and *Biodiversity Conservation* [adding ‘AND WC=(Ecology OR ’Biodiversity Conservation’) to the above boolean] excludes many methods used solely in climatology, physics, and data science/computer science literatures, where change-point analyses are abundant. Although additional methods could be identified by searching these fields, this dissertation focuses on using methods for analysing *multivariable* data. Consequently, many methods for analysing abrupt breaks in a single longitudinal data are excluded in this review. I further filtered the results to identify articles which propose a ‘new’ method by retaining papers which included at least one of the following phrases in the title and/or abstract: > ‘new method’, ‘novel method’, ‘new approach’, ‘new practical method’, ‘new simple method’, ‘new multivariate’, ‘new tool’, ‘novel tool’, ‘novel multivarte’, ‘novel approach’, ‘new numerical’, ‘novel numerical’, ‘new quantitative’, ‘novel quantitative’, ‘i introduce’, ‘we introduce’

I removed articles from this query based on both prior knowledge and removed those highlighted in previous reviews related to regime detection measures (Andersen et al., 2009; Boettiger et al., 2013; Clements & Ozgul, 2018; Dakos et al., 2015a, 2015b; deYoung et al., 2008; Filatova et al., 2016; Kefi et al., 2014; Litzow & Hunsicker, 2016; Mantua, 2004; Roberts et al., 2018; S. N. Rodionov, 2005; Scheffer et al., 2015).

There appeared disparity among the number of methods of which I was previously aware and those identified in an initial Web of Science review. In an attempt to identify as many new methods as possible I conducted an informal search of the Google Scholar database, a database notoriously broader in scope than other academic dataabses. The length of boolean for the Google Scholar database is limited by the number of characters. Unfortunately, this, coupled with the wide breadth of Google Scholar’s search boundaries, limits the capacity to which Google Scholar can be used to refine the literature to a manageable number of articles. For these reasons I arbitrarily skimmed the titles of the first 25 pages of the Google Scholar results (25 pages = 250 articles). It should be noted that the order of terms appearing in the boolean are regarded as the order of desired relevancy. I used the following boolean to identify these articles in Google Scholar: > (‘regime shift’ OR ‘regime change’ OR ‘tipping point’) AND (‘new method’ OR ‘new approach’ OR ‘novel method’ OR ‘novel approach’)

The candidate articles identified by Google Scholar and Web of Science contained numerous articles proposing a new framework for identifying regime shifts rather than new methods. As this chapter concerns the latter (new methods) I exluded these by removing articles proposing a “new” combination of previously-used methods (see Kong et al., 2017; Seddon, Froyd, Witkowski, & Willis, 2014; Vasilakopoulos, Raitsos, Tzanatos, & Maravelias, 2017). I also did not consider papers which made relatively minor adjustments or recommendations to existing methods (Zhou & Shumway, 2008; but see K. Nicholls et al., 2011 for an addition of variable optimization to the method in @nicholls\_detection\_2011 that was not included in the results) or articles proposing new methodologies in mathematical journals (Byrski & Byrski, 2016; Salehpour, Gustafsson, & Johansson, 2011) that have yet to be associated with or tested on ecological data, or suggested to be useful for empirical data.

### 2. Bibliographic analysis of ecological regime shift literature

The stil-vague definition of ecological regime shifts has led to a breadth of articles exploring systemic changes in nature. As such I conducted an exploratory bibliographic analysis of the ecological regime shift literature. This literature search differs from the methods review in a few ways. First, I did not restrict my boolean to include terms that would yield quantitative methods. Further,

I identified candidate articles related to regime shifts and abuprt changes in ecological research using the ISI Web of Science database. Candidate articles were retrieved using a boolean containing words relating to regime shift and those which were restricted to the Web of Science categories *Ecology* and *Biodiversity Conservation*. The boolean used was: > TS=(“regime shift” OR “regime shifts” OR “regime change” OR “regime changes” OR “catastrophic change” OR “catastrophic shift” OR “catastrophic changes” OR “catastrophic shifts” OR “sudden change” OR “sudden changes” OR “abrupt shift” OR “abrupt shifts” OR “abrupt change” OR “abrupt changes”) AND WC=(“Ecology” OR “Biodiversity Conservation”)

I created co-citation and keyword co-occurrence metrics using network analysis to identify patterns and trends in the current state and development of the ecological regime shift literature. In an attempt to undertand the evolution of regime shift methodologies in the ecological (and biodiversity conservation) literature I focus results on keywords and concept themes, rather than citations and author dominance. I used the package R bibliographix (Aria & Cuccurullo, 2017) to construct the networks, which uses clustering algorithms to identify patterns in the bibliography.

## Results

### 1. Identifying regime detection methods

The search boolean for WoS boolean *not* including restriction to fields (WC) ‘Ecology’ and ‘Conservation Biology’ yielded over 20,000 results. Restricting to the abovementioned fields created a manageable database from which to filter. This search yielded 2,776 articles. 654 of these papers included terms relating to ‘regime shifts’ (Figure ??), many appearing in the journal *Ecological Modelling* (Figure ??). The rate of publication of ‘regime shift’ articles is not strongly correlated with the rate of papers published in ‘Ecology’ and ‘Biodiversity Conservation’ fields (Figure ??).

Filtering the Web of Science results by including only articles mentioning terms related to ‘new method’ yielded 202 articles. After removing prior knowledge, only 93 articles remained to be reviewed ‘by hand’ (i.e., reading the entire paper). Of those reviewed I identified 2 ‘new’ methods (??). Similarly, of the 250 articles reviewed from the Google Scholar search, I retained only 3 methods. I was previously aware of an additional 68 articles containing ‘new’ methods (??), approximately half of which were identified using the abovementioned techniques.

Using my prior knowledge of the relevant literature and by systematically searching the Web of Science and Google Scholar databases, I identified 66 unique regime detection measures (Figure ??; Table ??).

### 2. Bibliographic analysis of ecological regime shift literature

A search of Web of Science for articles in Ecology and Biodiversity Conservation containing phrases related to ‘regime shifts’ yielded 1,636 original articles. These articles were not filtered in any fashion and as such all were considered in the bibliographic analysis.

I used the clustering algorithms of the bibliometrics package to produce a thematic map which uses a clustering algorithm to identify clusters (or themes) based on keywords associated with each article (Cobo, López-Herrera, Herrera-Viedma, & Herrera, 2011). Keywords are supplied both by the authors and by the ISI Web of Science and appear to be used very differently among this literature (Figure @ref(fig:thematicMaps\_keyword)). The clustering algorithm identified fewer clusters (themes) in the ISI-keywords (Figure @ref(fig:thematicMaps\_keyword)a) than were identified among the author-supplied keywords (Figure @ref(fig:thematicMaps\_keyword)b). This pattern is not surprising given the former keywords are restricted to pre-set themes while the authors can often supply any words. The themes identified in the ISI-keyword analysis were relatively consistent as the number of keywords analysed increasded (Figure @ref(fig:thematicMaps\_keyword\_isi)), but the themes varied drastically among the author-supplied keywords (Figure @ref(fig:thematicMaps\_keyword\_author)). For this reason I make inference on only the ISI-supplied keyword cluster analysis.

Four major themes were identified in the ISI keyword analysis and, interestingly, mostly fell within the two extreme quadrants, the first and the third (Figure @ref(fig:thematicMaps\_keyword\_isi)). The themes identified by ISI keywords were much larger in scope (e.g, dymamics, ecosystems, climate; (Figure @ref(fig:thematicMaps\_keyword)a) than those identified in the author keywords (e.g., eutrophication, trophic cascade; Figure @ref(fig:thematicMaps\_keyword)b). Regime shifts and ecosystems dynamics are usually have both high centrality and density (Figure @ref(fig:thematicMaps\_keyword)b:d), suggesting these two themes are both important to the development of the field and still strongly influence the field. Although dynamics (i.e. non-linearity) plays a central role in the theory of ecological systems this is not reflected in many case studies of regime shifts in application (Litzow & Hunsicker, 2016). Litzow & Hunsicker (2016) found that of case studies using early warning indicators to identify regime shifts in time series actually tested and/or accounted for non-linear dymamics in the data.

A few patterns appear in analyses of the intellectual structure of regime shift research in ecology (Figure ??). First, although the concept of stability, thresholds, and multiple stable states in ecological systems first appeared (and was well-receieved) in the literature in the 1970s [e.g., Holling (1973);@ may1977thresholds], the most important papers in this field appeared primarily in the early and mid 2000s (Scheffer & Carpenter, 2003; @ carpenter2006rising;@ folke2004regime; Walker, Holling, Carpenter, & Kinzig, 2004; Nes & Scheffer, 2005). The most recent major contributions to the field were concpetual works emphasizing planetery boundaries and tiping points and the impacts of not recognizing these shifts (Hughes, Carpenter, Rockström, Scheffer, & Walker, 2013). Finally, the “rise” of resilience theory (Folke et al., 2004; Walker et al., 2004), the first efforts of a search for early warning indicators of ecological regime shifts (Carpenter & Brock, 2006) and a spur of critique of regime shift detection methods [Andersen et al. (2009);@ contamin\_indicators\_2009] are recognized in the historiograph.

The clustering algorithm identified the most influential papers in the field (based solely on number of citations) as those published in the late 2000s (Fig ??), articles which are broad in-scope and are still used today to frame studies in the context of global change, planetary boundaries, and large-scale tipping points (Bennett, Peterson, & Gordon, 2009; Rockström et al., 2009; Smith & Schindler, 2009). Arguably, the papers that are equally influential include those which correspond with the observed rapid increase in the number of publications (in the early 2000s), Folke et al. (2004) and Scheffer & Carpenter (2003) (Fig ??).

Numerous reviews of the regime shift literature exist, ranging from conceptual reviews of the state of regime shift theory in ecology and application [e.g., Bestelmeyer et al. (2011);@ mac2014scrutiny;@ andersen\_ecological\_2009], to studies of robustness of early warning indicators under various theoretical and practical conditions [e.g., Dutta, Sharma, & Abbott (2018); Perretti & Munch (2012); Lindegren et al. (2012); Hastings & Wysham (2010a); Figure ??]. Further, comprehensive reviews of the ecological regime shift detetion literautre are increasingly out-dated. A permanent and open-source database containing information critical to the testing, comparison, and implementation of RDMs may prove useful to the reader who is interested in applying RDMs but is lacking the statistical or mathematical background to do so.

The early warning indicators that are often referred to as, “traditional early warning indicators” (variance, skewness, autocorrelation at lag-1) are fairly well-reviewed, and have been tested under a variety of conditions (Dakos, Carpenter, et al., 2012; @ ditlevsen2010tipping; Lindegren et al., 2012; Boettiger & Hastings, 2012; Dutta et al., 2018; Litzow & Hunsicker, 2016; Perretti & Munch, 2012; Sommer, Benthem, Fontaneto, & Ozgul, 2017). However, many of these works apply the traditional (and other) early warning indicators to simulated data, with only some (Contamin & Ellison, 2009; Dutta et al., 2018; Guttal, Jayaprakash, & Tabbaa, 2013; Perretti & Munch, 2012) testing under varying conditions of noise and expected shift types. The utility and robustness of the traditional early warning indicators is not consistent across and within sytems, making them of limited utility in situations where the system cannot be reliably mathematically modelled, or where we have limited data [see also Ch. 6]. The authors of most reviews and comparative studies of early warning indicators suggest that no early warning indicator is reliable alone, or that work is needed to understand under what empirical conditions early warning indicators might fail (Clements & Ozgul, 2018; deYoung et al., 2008; Filatova et al., 2016; Kefi et al., 2014).

## A synthesis of the methods available for the practical ecologist

Many of the methods identified in this review have yet to be tested on multiple, empirical data (see Table ??). I categorize the regime detection methods as one of either model-free or model-dependent. Model-free and model-dependent methods are those which do and do not require a mechanistic model to describe the system, respectively. Because many of the model-dependent methods are based on autoregressive modelling apporaches, this is highlighted in the model-dependent section.

### Model-depdendent

Model-dependent require a mechanistic (mathematical) representation of the system, models which often carry strict assumptions that are easily violated by empirical systems (Abadi, Gimenez, Arlettaz, & Schaub, 2010). Model-dependent methods are usefully categorized are used under two contexts: differentiable systems of equations or autoregressive. The methods relying on mechanistic models include model descriptions of systems with many, dynamic and interacting components. For example, models are used to reconstruct trophic food webs where prey or predator collapse induces trophic regime shifts in freshwater lake systems (Carpenter et al., 2011).

### Model-free

Model-free (or metric-based per Dakos, Carpenter, et al. (2012)) methods are those which do not require a mathematical represntation of the system. In fact, many require much less knowledge about the system component dynamics and their interactions to calculate a results. The utility of these methods vary with respect to the number of state variables encompassed in the method, and are therefore further categorized as either univariate (using a single dimesion) or multivariable (using but not necessarily requiring multiple dimensions).

The most widely used model-free univariate RDMs include descriptive statistics of individual system components (i.e. univariate), such as variance, skewness, and mean value (Andersen et al., 2009; Mantua, 2004; S. Rodionov & Overland, 2005). These univariate methods require only very simple calculations, however, their efficacy in empirical systems analysis is controversial. For example, variance (Carpenter & Brock, 2006) and skewness (of a single variable), oft referred to generally as ‘leading indicators’ or ‘early-warning indicators’ in the literature, has been applied to both theoretical and empirical systems data with varying results.

Hastings & Wysham (2010a) point out an important feature of using any methods for identifying regime shifts in empirical system data: we only have a single history within which we can compare AND these metrics which depend on the system exhibiting a change in variance or skewness around a mean value before and after a regime shift require hte system to have a smooth potential, rather than one which can manifest complex dynamics (i.e. non-smooth potential). If we are using RDMs to attempt to forecast and prevent non-smooth or abrupt changes, then there is little justification for relying upon these early warning indicators. Specifcally, these early-warning indicators may be most useful when the system is expected to undergo a transcritical or critical bifurcation before exiting a regime (Lenton, 2011).

Hastings & Wysham (2010a) aptly point out that any realisitic ecological model should include some degree of stochasticity, and when this stochasticity is introduced into the function, the funciton will likely not be differentiable at the point of the regime shift (Graham & Tél, 1984). If a function lacks a gradient along its range, then leading indicators will most likely not indicate the abrupt change in system dynamics alony any paramter.

## Discussion

In this chapter I present an exhaustive list of the regime detection metrics proposed in the literature for analyzing ecological data. Although multiple reviews of regime detection measures exist, they are not comprehensive in their survey of the possible methods. Most reviews have summarized various aspects of regime detection measures. For example, Roberts et al. (2018) summarizes methods capable of handling multiple (c.f. a single) variable, and Dakos et al. (2015b) review only methods designed to detect the phenomenon of critical slowing down. Here, I did not discriminate–rather, I presented an exaustive list of the methods proposed for detecting ecological regime shifts, *sensu lato*, providing a much-needed update to collection provided by S. N. Rodionov (2005); and other review papers (Andersen et al., 2009; Boettiger et al., 2013; Clements & Ozgul, 2018; Dakos et al., 2015a, 2015b; deYoung et al., 2008; Filatova et al., 2016; Kefi et al., 2014; Litzow & Hunsicker, 2016; Mac Nally et al., 2014; Mantua, 2004; Roberts et al., 2018; S. N. Rodionov, 2005; Scheffer et al., 2015).

Leading indicators/regime detection measures which analyze only single variables (e.g., variance, autocorrelation at lag-1) are well-tested on both theoretical and empirical data (e.g. Burthe et al., 2016). Among the most widely used RDMs indicators applied to time-series data include an index of variance, moments around the grand mean (skewness and kurtosis), and critical slowing down (S. Carpenter & Brock, 2011, p. @carpenter2006rising). Although univariate indicators may provide insight into relatively simple systems, their, their reliability as indicators for complex systems is less certain (Burthe et al., 2016, pp. @dutta2018robustness, @perretti2012regime, @sommer2017generic, @bestelmeyer\_analysis\_2011). Leading indicators can be a reliable warning of impending shift (S. Carpenter & Brock, 2011), Some methods have been applied to early-warning indicators in whole systems (Carpenter et al. 2011), however, it is uncommon to have enough information to build reliable networks or food webs. Consequently, reliably measuring the ecological system at hand is often realistically (and financially) not possible. To be useful to practitioners it may be necessary to move beyond heuristic methods, to methods which supply statistical signifiances or probabilites. And although critiques of some RDMs exist, the rate at which they are rigorously tested do not exceed the proliferation of new methods in the literature. For any method to gain credible traction as a pragmatic tool in ecology, studies shouldl address the concerns of these critiques. These can be addressed using, e.g., bootstrapping, simulations.

In this review I restricted articles to those implying they introduced a ‘new method’. Avoiding this potential barrier would have required I review the titles, abstracts, and bodies of over 22,000 articles (Figure ??). Alternatively, this may also be ameliorated by searching the relevant literature for *applications* of regime detection measures to ecological data, however, I suspect this would similarly yield a large number of articles to review. Also, only a handful of methods have been introduced to the mainstream methodological journals in ecology (e.g., *Ecological Modelling*, *Methods in Ecology and Evolution*; Figure ??). Although many mainstream publications (e.g., *Science*, *Ecology Letters*) include applications of some of the methods identified in this chapter (Table ??), I argue that celebrity and ‘new and shiny’ (Steel, Kennedy, Cunningham, & Stanovick, 2013) methods may influence which methodological articles are printed in these popular journals.

A critical survey of potetial and realized applications of these methods would be useful for highlighting the needs of future research and methodological improvements. Many of the methods presented in Table ?? have either not been applied to empirical data at all, or were tested only once, often but not always in the article introducing or adapting the methodology (Hawkins et al., 2015). Some methods, especially those dubbed ‘early warning indicators’ (variance, autoregressive model coefficients) have become relativley mainstream in their application to empirical data, despite having been shown to be less robust in noisy and nonlinear systems (Burthe et al., 2016), in systems exhibiting lag-effects (Guttal et al., 2013), and in systems not exhibiting catstrophic shifts (Dutta et al., 2018). Unlike these early warning indicators, fewer efforts have been made to test robustness under these and more simple conditions (Dutta et al., 2018; c.f. Brock & Carpenter, 2010; Benedetti-Cecchi, Tamburello, Maggi, & Bulleri, 2015). In addition to the paucity of studies attempting to understand the limitations of these methods, this review suggests that simply identifying the suite of methods used in ecological regime shift detections may be difficult using traditional review methods. Many of the methods metnioned in this review were not identified using a systematic search process in Web of Science and Google Scholar–rather, they were methods of which I was either previously aware and/or highlighted in the few methods reviews (Andersen et al., 2009; Boettiger et al., 2013; Clements & Ozgul, 2018; Dakos et al., 2015a, 2015b; deYoung et al., 2008; Filatova et al., 2016; Kefi et al., 2014; Litzow & Hunsicker, 2016; Mantua, 2004; Roberts et al., 2018; S. N. Rodionov, 2005; Scheffer et al., 2015). To facilitate this process, an online, comprehensive database may prove useful to the practical ecologist.

Many of the methods identified in this review have yet to be tested on multiple, empirical datum (see Table ??). I categorize the regime detection methods as one of either model-free or model-dependent. Model-free and model-dependent methods are those which do and do not require a mechanistic model to describe the system, respectively. Because many of the model-dependent methods are based on autoregressive modelling apporaches, this is highlighted in the model-dependent section (however most autoregessive models are non-specific).

Model-dependent require a mechanistic (mathematical) representation of the system, models which often carry strict assumptions that are easily violated by empirical systems (Abadi et al., 2010). Model-dependent methods are usefully categorized are used under two contexts: differentiable systems of equations or autoregressive. The methods relying on mechanistic models include model descriptions of systems with many, dynamic and interacting components. For example, models are used to reconstruct trophic food webs where prey or predator collapse induces trophic regime shifts in freshwater lake systems.

Model-free (or metric-based per Dakos, Carpenter, et al., 2012) methods are those which do not require a mathematical represntation of the system. In fact, many require much less knowledge about the system component dynamics and their interactions to calculate a results. The utility of these methods vary with respect to the number of state variables encompassed in the method, and are therefore further categorized as either univariate (using a single dimesion) or multivariable (using but not necessarily requiring multiple dimensions). The most widely used model-free univariate RDMs include descriptive statistics of individual system components (i.e. univariate), such as variance, skewness, and mean value (Andersen et al., 2009; Mantua, 2004; S. Rodionov & Overland, 2005). These univariate methods require only very simple calculations, however, their efficacy in empirical systems analysis is controversial. For example, variance (Carpenter & Brock, 2006) and skewness (of a single variable), oft referred to generally as ‘leading indicators’ or ‘early-warning indicators’ in the literature, has been applied to both theoretical and empirical systems data with varying results.

Hastings & Wysham (2010a) point out an important feature of using any methods for identifying regime shifts in empirical system data: we only have a single history within which we can compare AND these metrics which depend on the system exhibiting a change in variance or skewness around a mean value before and after a regime shift require hte system to have a smooth potential, rather than one which can manifest complex dynamics (i.e. non-smooth potential). If we are using RDMs to attempt to forecast and prevent non-smooth or abrupt changes, then there is little justification for relying upon these early warning indicators. Specifcally, these early-warning indicators may be most useful when the system is expected to undergo a transcritical or critical bifurcation before exiting a regime (Lenton, 2011). Hastings & Wysham (2010a) aptly point out that any realisitic ecological model should incorporate some degree of stochasticity, and when this stochasticity is introduced into the function, the function will likely not be differentiable at the point of the regime shift (Graham & Tél, 1984). In other words, most (if not all) ecological systems have non-smooth potentials, and many of the current methods for identifying regime shifts assume otherwise, often failing if the assumption is violated.

To make the regime detection measures more available and transparent to the practical ecologist, I recommend the following: 1. consitent use of fewer methods 1. persistent collection and maintenance of baseline data (reference data) 1. an on-line database of all methods - open-sourced - linked to the original sources (in ecology and statistics or mathematics) - linked to applications 1. a critical review of the current state of methods in ecology - including methodological advancements - especially highlighting where the method fails to perform - including historical tracking of specific methods to identify which may need to be retired, rather than resuscitated 1. more empirical applications of these methods (especially of those only tested on toy and experimental data) 1. relation of RDMs in ecology to other fields (computer science, data science, climatology and oceanography)

I suggest (Table ??) a suite of questions which may be useful in a critical review of the characteristics, rigor, and application potential of methods in the context of ecological regime shift detection.

# Decoupling the Calculation of Fisher Information

*This chapter is intended for submission to the publication Methods in Ecology and Evolution.*[[2]](#footnote-42)

## Abstract

Ecological regime shifts are increasingly prevalent in the Anthropocene. The number of methods proposed to detect these shifts are on the rise, yet few are capable detecting regime shifts without a priori knowledge of the shift, and fewer are capable of handling high-dimensional, multivariate and noisy data. A variation of Fisher Information has been proposed as a method for detecting changes in the “orderliness” of ecological systems data. Although this method is described and applied in numerous published studies, its calculation and the concepts behind its calculation are not clear. Here, I succinctly describe this calculation using a two-species predator-prey model. Importantly, I demonstrate that the actual equation for calculating Fisher Information metric comprises fewer steps than was previously described, by decoupling the dimensionality-reduction component from the actual Fisher Information calculation component. I hope this work will serve as a reference for those seeking to understand Fisher Information in the context of ecological systems and regime shifts, and will stimulate further research of the efficacy of these composite regime shift detection metrics..

## Introduction

Changes in the feedback(s) governing ecosystem processes can trigger unexpected and sometimes undesirable responses in environmental conditions (Scheffer, Carpenter, Foley, Folke, & Walker, 2001; Walther et al., 2002). Ecologists often refer to such changes as regime shifts, but this term is used interchangeably in the literature with state change, state transition, or alternative state (Andersen et al., 2009). Climate change and globalization are triggering novel and unexpected changes in ecosystems (Hughes, 1994; Parmesan, 2006; Scheffer et al., 2001; Walther et al., 2002), and the rapidity with which these changes occur make predictive modeling difficult. Although detecting regime shifts is increasingly difficult as we increase the extent and complexity of the system in question (Jorgensen & Svirezhev, 2004), advances in the collection and analysis of ecological data (La Sorte et al. 2018) may improve our ability to detect impending regime shifts in time for intervention (Carpenter et al., 2011; deYoung et al., 2008; Groffman et al., 2006; Jorgensen & Svirezhev, 2004; Sagarin & Pauchard, 2012; Wolkovich, Cook, McLauchlan, & Davies, 2014).

Numerous quantitative approaches have been proposed as regime shift detection methods (Clements & Ozgul, 2016 ; Mantua, 2004; S. Rodionov & Overland, 2005, p. @andersen\_ecological\_2009), but few are consistently applied to terrestrial ecological data (deYoung et al., 2008). I broadly classify these methods as either model-based or model-free [Boettiger & Hastings (2012); Hastings & Wysham (2010b); Dakos, Carpenter, et al. (2012). Model-based methods use mathematical (mechanistic) representations of the system (Hefley, Tyre, & Blankenship, 2013), which often carrying strict assumptions that are easily violated by dynamic systems such as ecosystems (Abadi et al., 2010). Further, model misspecification may yield spurious results (Perretti, Munch, & Sugihara, 2013). Model-free (or metric-based, per Dakos, Carpenter, et al., 2012) regime detection methods require fewer assumptions to implement than do model-based methods, and typically require much less knowledge (if any) about system component interactions. The most widely used model-free methods include both descriptive statistics of individual system components, such as variance, skewness, and mean value (Andersen et al., 2009; Mantua, 2004; S. Rodionov & Overland, 2005) and composite measures of multiple variables, notably principal components analysis (Möllmann, Folke, Edwards, & Conversi, 2015; Petersen et al., 2008), clustering algorithms (Beaugrand, 2004), and variance index (Brock & Carpenter, 2006).

### Fisher Information as a Regime Detection Method

A method which has been more recently applied in the analysis of ecological and social-ecological systems is Fisher Information (Cabezas & Fath, 2002; Karunanithi, Cabezas, Frieden, & Pawlowski, 2008). As a multivariate, model-free method, Fisher Information integrates the information present in the entire data of a system and distills this complexity into a single metric. This allows Fisher Information to capture ecosystem dynamics with higher accuracy than univariate-based metrics, which frequently fail to detect regime changes (Burthe et al., 2016). However, despite the potential of this method its mathematical underpinnings – specifically its calculation and the concepts behind its calculation– are not clear. In this paper, I address this knowledge gap. I first provide an overview of the method and highlight the need to account for scaling properties, an inherent feature in complex systems. I then succinctly describe the decoupling of the dimensionality-reduction component from the actual Fisher Information calculation component using a two-species predator-prey model. I finally discuss the results from a theoretical viewpoint and its practical utility for predicting regime shifts, an increasing concern motivated by current rates of fast ecological change.

### The Sustainable Regimes Hypothesis

Fisher Information (hereafter, FI; Fisher, 1922) is a model-free, composite measure of any number of variables, and is proposed as an early warning signal for ecological regime shift detection and as a measure of system sustainability (Eason & Cabezas, 2012; Eason et al., 2014a; Karunanithi et al., 2008; Mayer, Pawlowski, Fath, & Cabezas, 2007). Three definitions of FI in this context exist: (i) a measure of the ability of the data to estimate a parameter, (ii) the amount of information extracted from a set of measurements (Frieden, 1990; Roy Frieden, 1998), and (iii) a measure representing the dynamic order/organization of a system (Cabezas & Fath, 2002). Although definitions (i) and (ii) are widely applied in the statistical and physical sciences, I focus on definition (iii) as it is gaining traction as a tool to analyze used in the context ofeco ecological systems analysisresponses to fast environmental change. The application of FI to complex ecological systems was posed as part of the “Sustainable Regimes Hypothesis,” stating a system is sustainable, or is in a stable dynamic state, if over some period of time the average value of FI does not drastically change (Cabezas & Fath, 2002). This concept can be described using an ecological example. Consider the simple diffusion of a population released from a point source at . This process can be described by a bivariate normal distribution, . As the time since release, , increases, the spread of the distribution, , disperses because the animals have moved further from the release location. As the animal moves away from the release location, the potential area within which it currently occupies will increase with time. In this example, FI will decrease in value as t increases because contains less information (higher uncertainty) about where the animals will be located. If we assume constant dispersal, as the animals will be relatively uniformly distributed across the environment and will carry no information about the location of the animals. Consequently, as FI approaches zero (no information). Per the Sustainable Regimes Hypothesis (Cabezas & Fath, 2002), this example system is not in a stable dynamic state over the range of , since FI decreases with time.

Conversely, if a population following a simple logistic growth model, , varies around some carrying capacity, K, and the average system parameters (, , and their variances ) are stationary, then the logarithm of the population size should follow a normal distribution, . In this situation, the FI measured over any selected window of time will be relatively constant and, per the Sustainable Regimes Hypothesis, indicates the system is in a stable dynamic state. Further, this Hypothesis posits that a perturbation to N will also not affect FI so long as the perturbation occurs with a stationary probability distribution and if the perturbation does not change the distributions of and .

### Fisher Information Requires Dimension Reduction

An important feature of the FI method is that it requires a complete reduction in dimensionality (i.e., from to system component). For example, a recent application of Fisher Information to empirical data condensed a species pool from 109 species time series into a 1-dimensional time series (Spanbauer et al., 2014). A reduction in dimensionality, i.e. condensing multivariate data into a single metric, of over two orders of magnitude likely involves a large loss of relevant information, raising the questions of what information is preserved during the dimensionality reduction step in calculating FI, what is lost, and whether this is important. Other dimension reduction techniques, e.g., principal component analysis (PCA) and redundancy analysis (RDA), attempt to preserve the variance of the data, and the number of components scales with the dimensionality of the data (i.e. they are scale explicit). In contrast, by reducing entirely the dimensionality of the data, the FI method does not identify which features of the data are preserved, and the dimensionality does not scale with the dimensionality of the original data.

### Aims

The key contribution of this study is that I decouple the dimensionality reduction step of the FI method (Step 1) from the statistical analysis step (Step 2). By isolating the dimensionality reduction step, we can evaluate it based on its own merits and relate it to more well-known and established methods of dimensionality reduction. By isolating the statistical analysis step, one can better understand how Fisher Information is calculated on the single-dimensional data. I believe that this decoupled approach will eliminate some confusion regarding the calculation of FI, allowing interested researchers to readily evaluate the merits of this method. To facilitate our explanation of the method, I reproduce the predator-prey analysis used in (Fath, Cabezas, & Pawlowski, 2003; Mayer et al., 2007), then induce a “regime shift” into the model. I hope this work will serve as a useful explanation of the FI metric for those seeking to understand it in the ecological regime shift context and will stimulate research using this and other multivariate, model-free, and composite measures to understand ecological regime shifts.

## Methods

### Predator-Prey Model System

Our model system is a two-species predator-prey model (Eq. (??); Fath et al., 2003; Frieden & Gatenby, 2007; Mayer et al., 2007), hereafter referred to as the “model system”: $$

The specified parameters for the model system are , , ,and (Fath et al., 2003; Frieden & Gatenby, 2007; Mayer et al., 2007). The initial conditions (predator and prey abundances,) for the model system were not provided in the original references (Fath et al., 2003; Mayer et al., 2007). I used package deSolve in Program R (version 3.3.2) to solve the model system (Eq. Eq. (??)), finding $x\_1 = 277.781$5 and to provide reasonable results. A complete cycle of this system corresponds to time units.

### Inducing a Regime Shift

Mayer et al. (2007) calculated FI for a predator-prey system for several discrete values of carrying capacity of prey. The results of this study showed that FI was different for systems with different carrying capacities (). However, this study did not address the central question of **FI behavior during a regime shift**. As an extension of the original study, I simulated a regime shift by modeling an abrupt decline in carrying capacity, . I assume is described by Eq. (??) where is the initial carrying capacity, is the final carrying capacity, is the time the regime shift occurred, and is the parameter controlling the rate (slope) of the regime shift. The hyperbolic tangent function (see Eq. (??)) simulates a smooth and continuous change in while still allowing for the regime shift to occur rapidly. I incorporate the change in into our system of differential equations by defining the rate of change in , , given by (Eq. (??)). I assume and , values corresponding to the range of carrying capacities explored by Mayer et al. (2007). I simulated a time series of 600 time units, introducing a regime change after 200 time units, and . $$

### Decoupling the Steps for Calculating Fisher Information

Two methods exist for calculating Fisher Information (FI) as applied to ecological systems data to which I refer the “derivatives-based” method (first appearing in Cabezas & Fath (2002) and the binning" method (first appearing in Karunanithi et al. (2008)). Although the binning method is proposed as an alternative to the derivatives-based method for handling noisy and sparse data, our decoupling method reveals it may be an unnecessary method. Therefore, I focus on only the derivatives-based method for explaining the theoretical basis for the FI method. The general form of FI can be found in (Fath et al., 2003; Mayer et al., 2007) and I refer the reader to (Cabezas & Fath, 2002).

**Step 1**: Dimensionality Reduction. The key idea of the dimensionality reduction step is to calculate the Euclidean distance travelled in phase space. In phase space, each coordinate axis corresponds to a system state variable (e.g., number of predators and number of prey). The state of the model system over time describes a path or trajectory through phase space. The distance travelled represents the cumulative change in state relative to an arbitrary starting point in time. For the model system, the distance travelled in phase space can be obtained by solving the differential equation given by Eq. (4)

The original motivation for the dimensionality reduction step is that, under restrictive conditions, there is a one-to-one mapping between the state of the system (), defined in a multidimensional phase space, and the distance travelled, a one-dimensional summary (Cabezas & Fath, 2002). To relate this abstract idea to a more familiar situation, we draw an analogy between the path traced by the system in phase space and the path of a car over the course of a trip. The distance travelled by the car over time is related to the position of the car. Given the route of the car, we could determine the location of the car at any point in time if we know how far it has travelled. However, the distance travelled provides no information about the proximity of locations (i.e., system states). For example, two points in phase space may be arbitrarily close, but the distance travelled would be different if these system states occur at different points in time. Moreover, if the system revisits the same state twice then the one-to-one mapping breaks down and a single state maps to potentially very different values of distance travelled.

What is preserved in the calculation of distance travelled is the rate of change of the system (e.g., the speed and acceleration of the car). The rate of change of the system is the first derivative of the distance travelled in phase space. This is an important point because the concept of a “regime shift” is often associated with the idea of a sudden change in system state. Therefore, it may not be unreasonable to employ a dimensionality reduction procedure that preserves these system dynamics.

**Step 2: Statistical Analysis.** The product of **Step 1** is a one-dimensional time series of what I call “distance travelled”, , (in phase space). The variable is referred to as “Fisher variable s” and “represent[s] a particular state of phase space” in the FI literature (Mayer et al., 2007). I believe distance travelled () is more descriptive than “Fisher Variable s” and avoids confusing the state of the system, defined in multiple dimensionsby the multivariate data , with the one-dimensional summary. Using this measure, we next calculate the probability of observing the system in a particular state by assuming a one-to-one mapping between distance travelled and the system state. That is, we calculate the probability of observing the system at a particular distance, , along the trajectory for some period of time from 0 to . The time at which we observe the system is assumed to be a random variable, . This approach assumes the system is deterministic and is observed without error. However, the observed distance travelled by the system, , is a random variable because it is a function of the random observation time.

Importantly, the probability of observing the system at a particular value of s increases if the system is changing slowly at that point in time. That is is inversely proportional to the system rate of change, . Mathematically, the distance travelled in phase space, , is a monotonically increasing function of time and we assume it is differentiable. Therefore, the probability density function of the distance travelled is , where is the speed (or velocity) of , and is the time interval over which the system was observed (-). We note that is simply a constant multiplied by the inverse of the speed of the system.

The original motivation for the FI calculation as applied to ecological systems was the hypothesis that “since Fisher Information is a measure of the variation” it is also “an indicator of system order, and thus system sustainability” (Cabezas & Fath, 2002). Equation (1) is a general form of FI and Equation (2) is the form used in the derivative-based method for FI (see eq. 7.3b and 7.12 in Mayer et al., 2007). To better understand the FI calculation, note that Eq.(2) is, in part, a measure of the gradient content of the probability density function. As the probability density function becomes flatter, the FI value will decrease. In this way, the FI calculation is closely related to the variance. In fact, the FI value for a normal distribution calculated according to Eq. (2) is simply one over the variance. It is also important to note that FI is zero for a uniform distribution, as the probability density function is flat. Note also that FI goes approaches if the system is not changing over some period of time (Eq. (2)).

$$\begin{equation}
I=\frac{1}{T}\int\_0^Tdt\left[\frac{s''^2}{s'^4}\right]^2 \\
\qquad(2)
\end{equation}$$

##Results Distance travelled (), speed (), and acceleration () capture the dynamics of the model system [Eq. (??); Fig. @ref(fig:distSpeedAccel]. I simulated a regime shift in the carrying capacity of this model system, at approximately (Fig. ??). The location of this regime shift with respect to the system trajectory in phase space over the entire simulated time period is shown in (Fig. ??). Although a slight change is captured by (Figure 4) at the location of this regime shift, it is not pronounced. Although the distance travelled, (Fig. ??) changes fairly smoothly around the location of the regime shift, the system exhibits a steep decline in speed ds/dt soon after the induced regime shift (Fig. ??).

I calculated FI for the distribution of over a series of non-overlapping time windows. According to Mayer et al. (2007) the length of the time window should be equal to one system period such that FI is constant for a periodic system, however, the system periods are not identical before, during, and after the regime shift. Therefore, I performed two separate calculations of FI using window sizes corresponding to the initial (when ) and the final () periods of the system ( and time units, respectively). Using these window sizes the drop in FI at the regime shift initiation is bigger than the magnitude of the fluctuations preceding it (Fig. ??).

## Discussion

Part of the appeal of the FI method of regime shift detection is that it provides a 1-dimensional visual summary of system “orderliness”. However, I have demonstrated that the dimensionality reduction step can be performed separately from the calculation of FI. The rate of change of the system (velocity, }), on which FI method is based, is also a 1-dimensional quantity. In the simple predator-prey example, calculating and plotting FI did not provide a clear benefit over simply plotting the system rate of change directly. I suggest that future research uncouple the dimensionality reduction step and the FI calculation step in order to better illustrate the benefits of the FI method relative to dimensionality reduction alone.

In the predator-prey example, I assumed the data was free from observation error. Despite these ideal conditions, the estimated FI had high variation and the results depended on the size of the time window used in the calculation. This issue arises because the period of the cyclic system is changing during the regime shift such that it is difficult to find a single window size that works well for the entire time series. Mayer et al. (2007) describe this as a “confounding issue” related to “sorting out the FI signal of regime change from that originating from natural cycles” and suggest using a time window that is large enough to include several periods. However, in the absence of a quantitative decision rule defining what changes in FI indicate regime shifts, it is difficult to separate the signal in the FI metric from the noise due to fluctuations in the natural cycles. Further research is needed to define quantitative decision rules for what changes in FI constitute a regime shift.

The example used in this study is unrealistic in that I assume no measurement error and therefore focus on the “derivatives-based” method of calculating FI. However, our analysis also has implications for the “binning” method of calculating FI that was later developed for high-dimension noisy data (Karunanithi et al. (2008)). Rather than attempting to estimate the rate of change of each system component (e.g., hundreds of species) and combining these estimates to get the total system rate of change, I suggest an approach where the dimensionality of the data is first reduced by calculating distance travelled in phases-pace and then only a single rate of change is estimated. The advantage of this approach is that for an n-dimensional system it only requires the estimation of one derivative rather than n-derivatives . The drawback to this approach is that noisy observations will likely introduce some bias into the estimate of the system rate of change. Nonetheless, I believe this approach is worth exploring due to its simplicity relative to the “binning” method.

The Fisher Information of an -dimensional system is a vector of unitless values which can only be compared within a dataset (e.g., within a single community time series) and interpreting FI is still largely a qualitative effort (Fath et al., 2003; Mantua, 2004), not unlike most regime detection methods [Ch. 2]. When the FI of a system is increasing, the system is said to be moving toward a more orderly state, and most studies of FI propose that sharp changes in FI, regardless of the directionality of the change, may indicate a regime shift (Cabezas & Fath, 2002; Karunanithi et al., 2008; Spanbauer et al., 2014). Although the aforementioned and numerous other works interpret FI in this context (e.g., Eason et al., 2014a; Eason & Cabezas, 2012), I suggest future work which clearly identifies the ecological significance of the Fisher Information metric and its significance within the ecological regime shift paradigm.
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# An application of Fisher Information to spatially-explicit avian community data

## Introduction

Ecosystems are open, dynamical systems which arguably cannot be fully represented by deterministic models. Despite the complexity of most ecological systems, some patterns have emerged in certain statistical mechanics of ecological observations. An uptick in recent years of studies of **regime shifts** (??) in ecology has spurred an increase in the number of ‘new’ methods for detecting ecological regime shifts (2), some of which are proposed as indicators of ‘spatial’ regime shifts (Butitta, Carpenter, Loken, Pace, & Stanley, 2017, pp. @kefi2014early, @sundstrom2017detecting, @guttal2009spatial, @brock\_variance\_2006).

As defined in ??, a regime shift is largely considered an abrupt and persistent change in a system’s structure or functioning. Following this definition and without any associated **pressures** ??, it is not yet clear whether identifying a ‘spatial regime’ using a snapshot of a system (a single or short period of time relative to the time scale of the pressure) is pragmatic. One spatial regime detection measure (hereafter, SRDM) is variance (Brock & Carpenter, 2006), despite its controversial applicability to temporal data (Bestelmeyer et al., 2011; Burthe et al., 2016; Dutta et al., 2018, p. @perretti2012regime; Sommer et al., 2017). By assuming that variance increases across space prior to a ‘regime’ shift, one can calculate the variability across a landscape.

Defining the spatial regime shift is important since observations of non-random spatial processes (e.g., land cover), could manifest as either rapid shift (e.g. an ecotone) or a gradual change (slow mixing along a gradient). Consequently, and because most RDMs signal abrupt change, only the former may be identified as “regime shifts” using SRDMs. For the concept of spatial regimes to be ecologically useful, potential pressures must be associated with system structure over space *and* time. Additionally and perhaps more importantly, the processes driving the observed information (drivers, pressures ) should be such that a statistically identified regime shift will roughly correspond with the time scale on which the pressure(s) operate.

Although it is suggested that statistical and pragmatic models and methods are advanced more rapidly by bottom-up approaches, i.e. case studies (see DeAngelis & Yurek, 2017), to my knowledge no studies have yet to test the rigor of SRDMs using spatially-explicit empirical data. The objective of this chapter is to determine the utility of Fisher Information [Eq. (2)] as a spatial regime detection measure. This chapter is also supported by original software developed for implementation in Program R, which is publicly available [see Appendix ??].

## Data and methods

### Data: North American breeding bird communities

I use community abundance data from long-term monitoring programs to identify spatial and temporal regimes using the Fisher Information (FI) derivatives method (see Eq. (2)). The NABBS trains citizen scientist volunteers to annually collect data using a standardized roadside, single observer point count protocol and has been collecting data regularly across North America (??) since 1966. The roadside surveys consist of 50 point counts (by sight and sound) along an approximately 24.5 mile stretch of road. Due to strict reliane on volunteers, some routes are not covered every year. Additionally, some routes are moved or discontinued, and some routes are not sampled in a given year. Route-year combinations which are missing years but are not discontinued are treated as missing data. Although NABBS volunteers identify all species as possible, persistent biases exist in this protocol. To reduce the influence of potential sampling bias, I removed waterfowl, waders, and shore species (AOU species codes 0000 through 2880).

### Study area

Although the NABBS conducts surveys throughout much of North America, I limited analyses to the continental United States and parts of southern Canada. NABBS coverage of the boreal forests of Canada are sparse in space, and many routes in Mexico have fewer than 25 years of observations.

#### Focal military base

The Mission of the US Department of Defense is to provide military forces to deter war and protect the security of the country, and a primary objective of individual military bases is to maintain military readiness. To maintain readiness, military bases strictly monitor and manage their natural resources. Military bases vary in size and nature, and are heterogeneously distributed across the continental United States (See Fig. ??). The spread of these bases (Fig. ??), coupled with the top-down management of base-level natural resources presumably influences the inherent difficulties associated with collaborative management within and across military bases and other natural resource management groups (e.g., state management agencies, non-profit environmental groups.

Much like other actively managed landscapes, miltiary bases are typically surrounded by non- or improperly-managed lands. Natural resource managers of military bases face environmental pressures within and surrounding their properties, yet their primary objectives are very different. Natural resource managers of military bases, whose primary objective is to maintain military readiness, are especially concerned with if and how broad-scale external forcings might influence their lands. Prominent concerns include invasive species, wildlife disease, and federally protected species (personal communication with Department of Defense natural resource managers at Eglin Air Force and Fort Riley military bases). For these reasons, natural resource managers attempt to create buffers along their perimeters (e.g., live fire/ammunitions suppression, wide fire breaks). Identifying the proximity of military bases to historic and modern ecological shifts may provide insight into the effectiveness of their natural resource management efforts.

The NABBS routes chosen for analyses in this Chapter lie within or near Fort Riley military base (located at approximately , ; Kansas, USA). Fort Riley (Fig. ??) is a useful reference site for this study. Woody encroachment of the Central Great Plains over the last century has triggered shifts in dominant vegetative cover and diversity (Ratajczak et al. 2012) in the area surrounding Fort Riley military base (e.g., Van Auken 2009). This phenomena should present itself as a regime boundary should Fisher Information be a robust regime shift detection method.

#### Spatial sampling grid

To my knowledge, Sundstrom et al. (2017) is the only study to use the Fisher Information on spatially-referenced data. The authors of this study hand-picked NABBS routes to be included in their samples such that their metrics should detect ‘regime changes’ when adjacent sampling points represented different ecoregions (broad-scale vegetation classification system). The authors also suggest each ecoregion is similarly represented, having a similar number of NABBS routes within each ecoregion in the analysis. However, this method of handpicking routes resulted in a transect which was neither North-South nor East-West running (see Sundstrom et al. (2017)), but rather zigzagged across a midwestern region.

I constructed a gridded system across the continental United States and parts of Canada. The gridded system comprises East-West running transects transects running in either North-South or East-West directions. This method ameliorates some sampling bias, as I have arbitrarily defined sampling transects, rather than hand-picking sites to include in the analysis. Additionally, this approach allows for raster stacking, or layering data layers (e.g., vegetation, LIDAR, weather) on top of the sampling grid and results, allowing one to identify potential relationships with large-scale drivers. This method also provides a simple vector for visualizing changes in the Fisher Information over space-time, using animations and still figures. For brevity, I present visual results of only three, spatially-adjacent, East-West running transects (Fig. ??) at multiple time periods.

### Calculating Fisher Information (FI)

Fisher Information, , was developed in 1922 by Ronald Fisher as a measure of the amount of information that an observable variable, X, reveals about an unknown parameter, . Fisher Information is a measure of indeterminacy (Fisher 1922) and is defined as, $$ where is the probability density of obtaining the data in presence of . The Fisher Information measure (FIM) is used to calculate the covariance matrix associated with the likelihood, . Fisher Information is described as Extreme Physical Information (EPI; Frieden and Soffer 1995, Kibble 1999, Frieden et al. 2002), a measure that has been used to track the complexity of systems in many scientific disciplines including, physics, cancer research, electrical engineering, and, recently, complex systems theory and ecology

Fisher Information as gathered from observational data provides insight as to the dynamic order of a system, where an orderly system is one with constant (i.e., unchanging) observation points, and one whose nature is highly predictable. A disorderly system is just the opposite, where each next data point is statistically unpredictable. In ecological systems, patterns are assumed to be a realization of ecosystem order; therefore, oneshould expect orderliness in a system with relatively stable processes and feedbacks. Orderliness, however, does not necessarily infer long-term predictability. Equation (??) is next adapted to estimate the dynamic order of an entire system, , as $$

where is the probability density for . Here, a relatively high Fisher Information value () infers higher dynamic order, whereas a lower value (approaching zero) infers less orderliness. To limit the potential values of in real data, we can calculate the amount of Fisher Information by re-expressing it in terms of a probability amplitude function (Fath et al. 2003, Mayer et al. 2007, eq. 7.3):

A form specific to the pdf of distance travelled by the entire system, which I call the ‘derivatives’ method, is defined as (Mayer et al., 2007, eq. 7.12):

where T is the number of equally spaced time points over which the data are integrated. Numerical calculation of using the binning method (Eq. (3) and (2)) each incorporate a moving-window procedure for calculating the probability of the system, , as being in one of an unidentified number of states (). Although previously applied to spatially-explicit terrestrial community data,the binning method requires multiple parameters to be defined *a priori*, which have been shown to influence inference based on the metric. I therefore calculated FI using the derivatives equation [see Chapter 3].

The binning procedure allows for a single point in time or space to be categorized into more than one state, which violating the properties of alternative stable states theory. The size of states (see Eason and Cabezas 2012) measure is required to construct . In the case of high dimensional data, a univariate binning procedure of is not intuitive (i.e., reducing a multivariable system to a single probability distribution rather than constructing a multivariate probability distribution). Importantly, when using community or abundance data, rare or highly abundant species can influence the size of states criterion, thus influencing the assignment of each point into states. Finally, Eq. (3) assumes equal spacing (in space or time) between sampling points. Each of these violations can be avoided by using Eq. (2); Cabezas and Fath 2002, Fath et al. 2003) to calculate the Fisher Information measure. The derivatives method (Eq. (2)) estimates the trajectory of the system’s state by calculating the integral of the ratio of the system’s acceleration and speed in state space (Fath et al., 2003). I calculated Fisher Information using Equation (2) for all East-West transects (see Fig. ??) for years 1980, 1990, 2000, and 2010.

### Interpreting and comparing Fisher Information across spatial transects

#### Interpreting Fisher Information values

Here I define a potential regime change as a point(s) having a non-zero derivative, and at which relatively large changes (sharp increase or decrease) in the Fisher Information measure occur. Regime shifts are identified as data changing from one state to another, thus, rapid shifts in the value of FI should indicate the points, in time or space, at which the system undergoes reorganization. Spatial and temporal Fisher Information calculation does not vary, but interpretation of either differ in that a spatial analysis will identify a spatial regime boundary (Sundstrom et al., 2017) in space within a single time period, whereas analysis of temporal data will identify a point(s) in time at which a system in a specific location undergoes a regime shift. I follow the methods outlined in the relevant literature for interpreting the Fisher Information (e.g., Karunanithi et al., 2008; Eason & Cabezas, 2012).

Increases in FI is proposed as an indicator of system orderliness, where periods of relatively high values of FI indicate the system is in an “orderly” state, or is fluctuating around a single attractor. A rapid change in FI is supposed to indicated the system is no longer orderly and may be undergoing a reorganization phase. Whether Fisher Information can identify a switch among basins of attraction within a single, stable state (or around a single attractor) remains unknown, as does the number of states which a system can occupy. When a system occurs within any number of states equally, i.e., is equal for each state, both the derivative, (, and are zero. As , we infer the system is approaching a stable state, and as the system is showing no preference for a single stable state and is on an unpredictable trajectory. Eq. (3) bounds the potential values of Fisher Information at , whereas Eq. (??), Eq. (??), and Eq. (2) are positively unbounded . If the Fisher Information is assumed to represent the probability of the system being observed in some state, , then the absolute value of the Fisher Information index is relative within a single datum (here a single datum is a spatial transect). It follows that Fisher Information should be interpreted relatively, but not absolutely.

#### Interpolating results across spatial transects

Because the BBS routes are not regularly spaced, pairwise correlations of adjacent transects are not possible without either binning the Fisher Information calculations using a moving-window analysis, or interpolating the results to regularly-spaced positions in space. To avoid potential biases associated with the former option, I linearally interpolated Fisher Information within each spatial transect (Fig. ??) at 50 points along the longitudinal axis. The 50 longitudinal points at which I interpolated were the same across each spatial transect. I used the function *stats::approx()* to linearly approximate the Fisher Information. I did not interpolate values beyond the longitudinal range of the original data (using argument *rule=1* in package *approx*).

#### Spatial correlation of Fisher Information

If Fisher Information captures and reduces information regarding abrupt changes in community structure across the landscape, then the values of FI should be spatially autocorrelated. That is, the correlation of FI values should increase as the distance between points decreases. Fisher Information values calculated using Eq. (2) are **not** relatively comparable outside of our spatial transects, because the possible values are unbounded (can take on any value between and . However, because FI is directly comparabe **within** each spatial transect (e.g., ??), we can use use pairwise correlations among two transects (e.g., ??) to determine whether values of FI are consistent across space. I calculate the pairwise correlation (Pearson’s) among each pair of adjacent spatial transects (e.g., Fig. ??). I removed a pair of points if at least one point was missing an estimate for Fisher Information. This occurred when the original longitudinal range of one transect exceeded its pair’s range, since I did not interpolate beyond the original longitudinal range.

## Results

### Fisher Information across spatial transects

Interpreting the Fisher Information is currently a qualitative effort. As suggested earlier, rapid increases or decreases in FI are posited indicate a change in system orderliness, potentially suggesting the location of a regime shift. Using this method yields inconclusive results regarding the location of ‘spatial regimes’ (Fig. ??). Of the three spatial transects analyzed in this chapter (see Fig. ??), Figure ?? is representative of the lack of pattern observed in the Fisher Information values aross transects. I identified no clear pattern within or among spatial transects. Log-transforming the Fisher Information metric suppresses some of the extreme values, but still does not clearly identify sharp changes in the Fisher Information values.

### Spatial correlation of Fisher Information

In addition to failing to identfiy clear geological boundaries across large swaths of our study area, (Fig ??) I also did not identify spatial correlation of Fisher Information among adjacent spatial transects (Fig. ??)[[3]](#footnote-70). For spatially-adjacent transects (e.g, transects 11 and 12, or 12 and 13 in Fig. ??), we should expect high and positive correlation values, and these values shoudl stay consistent across time *unless* the spatial transects were separated by an East-West running physical or functional boundary. This is not, however, what I expect in our East-West running transects (Fig. ??), as the spatial soft-boundaries limiting the distribution and functional potential of avian communities are largely North-South (Fig. @ref(ewRoutes\_ecoRegions)). Note spatial transects in Fig. @ref(fig:ewRoutes\_ecoRegions) overlap multiple, large spatial ecoregion boundaries, such that we should expect our data to identify these points (boundaries).

Upon initial investigation, there are no obvious signs of broad-scale patterns in FI across space (Fig. ??)[[4]](#footnote-71). If Fisher Information is an indicator of spatial regime boundaries, we should expect to see large changes in its value (in either direction) near the edges of functional spatial boundaries (e.g., at the boundaries of ecoregions). No clear regime changes appeared in areas where we might expect rapid changes (e.g., along the 105th meridian West, where a sharp change in altitude occurs).

Numerical investigation of the spatial correlation among adjacent transects also yielded no clear patterns. I did not identify any obvious correlation with changes in FI values and functional potential (using Omernick Ecoregion Level 2; see Fig. ??). Rather than abrupt changes in Fisher Information I found graduaal changes (e.g., see results for years 2000 and 2010 in Figs. ??,??).

## Discussion

The Fisher Information measure was introduced as a method to avoid some analytical issues related to complex and noisy ecological data (Karunanithi et al., 2008), and has also been suggested as an indicator of *spatial* regimes (Sundstrom et al., 2017). I found no evidence suggesting Fisher Information [Eq. (2)] can identify ‘spatial regimes’. Further, the absence of autocorrelation among spatially adjacent transects suggests Fisher Information may not be a realiable indicator of changes in bird community structure.

Although the Fisher Information equation [Eq. (2)] used in this study is a relatively straightforward and fairly inexpensive computational calculation, extreme care should be taken when applying this index to ecological data. Fisher Information is capable of handling an infinite number of inputs (variables), and given sufficiently low window size paramters, can technically calculate an index value for only two observations. It is important that the user understands the assumptions of identifying ’regime shifts; using Fisher Information, since the efficacy of this method has not been yet subjected to rigorous tests (but see 6). There are three primary assumptions required when using Fisher Information to estimate relative orderliness within ecological data (Mayer et al., 2007):  
1. the order or state(s) () of the system is observable, 1. any observable change in the information observed in the data represents reality and the variables used in the analyses will not produce false negatives, and 1. changes in presumed to be regime shifts do not represent the peaks of cyclic (periodic) patterns.

The first assumption is one of philosophical debate and is thus not controllable. To attempt to control for false negatives, the user should take caution in her choice of input variables. In the the case of a high dimensional data, relativization and/or variable reduction measures may be useful (Rodionov 2005). However, Fisher Information does not convey information on how specific variables relate to the calculated index. Finally, we can take measures to account for cyclic behavior in the data by ensuring integration periods capture at one full cycle of the system and, given sufficently high number of observations, increasing the integration period may also alleviate some issues related to irreducible error (white noise).

The lack of patterns identified using Fisher Information may be influenced by one or more of the following: (1) the Breeding Bird Survey data collection scheme was designed to estimate and track **species** trends and not changes in entire communities; (2) these data consist of < 50 time points, and for some BBS routes much fewer. Ecological processes affecting large regions in this study area (e.g., the Central Great Plains) operate on larger time scales (i.e., >> 50 points). A mismatch among the ecologically relevant scales and the temporal resolution and extent of our data may influence the ability of this index to capture large-scale changes in whole bird communities.

Aside from the typical biases associated with the BBS data (e.g., species detection probability, observer bias), there are additional considerations to be made when using these data to identify ‘spatial regimes’. Breeding Bird Survey routes are spaced apart so as to reduce the probability of observing the same individuals, but birds which fly (especially in large flocks) overhead to foraging or roosting sites have a higher probability of being detected on multiple routes. We have, however, removed these species (waders, shorebirds, waterfowl, herons) from analysis. Regardless, this study assumes there is potential for each unique BBS route to represent its own state. If routes were closer together, it is more probable that the same type adn number of species would be identified on adjacent routes. Therefore, if this method does not detect slight changes in nearby routes which occupy the same ‘regime’, then it follows that the method is sensitive to loss or inclusion of new species, which are spatially bounded by geological and vegetative characteristics. What new information does this give us about the system? Fisher Information reduces and removes the dimensionality of these middle-numbered systems, which omits critical information.

Effective regime detection measures should provide sufficient evidence of the drivers and/or pressures associated with the identified regime shifts (Mac Nally et al., 2014). The Fisher Information index collapses a wealth of data into a single metric, thereby foregoing the ability to relate state variables to the observed changes in Fisher Information, unlike other dimension reduction techniques. For example, loadings, or the relative influence of variables on the ordinated axes, can be derived from a Principal Components Analysis–this cannot be achieved using Fisher Information. If Fisher Information clearly suggested a spatial regime boundary or shift, a before-and-after post-hoc analysis of the regional community dynamics might confirm the regime shift occurrence.

### Efficacy of Fisher Information as a spatial RDM

This study found no evidence suggesting Fisher Information accurately and consistently detects spatial boundaries of avian communities. Rapid changes in either direction of Fisher Information is suggested to indicate of a regime shift (Mayer, Pawlowski, & Cabezas, 2006, p. @eason\_evaluating\_2012). Although this interpretation has been applied to multiple case studies of Fisher Information, there is yet a statistical indicator to objectively identify these abrupt changes. After calculating the Fisher Information for each spatial transect (Fig. ??) during each sampling year, I used pairwise correlation to determine whether spatial autocorrelation existed among pairs of spatial transects. If some set of points are close in space and are *not* separated by some physical or functional boundary (e.g., an ecotone, high altitude rock formations), then the Fisher Infomration calculate should exhibit a relatively high degree of spatial autocorrelation that is consistent over time. It follows that the correlation coefficient of spatially adjacent transects should be similar, diverging only as the distance beteween the transects differs and/or a functional or physical boundary separates them.

Several questions remain regarding the efficacy of Fisher Information as a regime detection measure in both spatial and temporal data. If signals of regime shifts do exist, it is clearly not possible to identify them using visual interpretation. I also did not find evidence to suggest spatial autocorrelation of the calculations. I suggest future studies of Fisher Infomration focuses on temporal, rather than spatial data. Potential areas of research and questions include:

1. Relationship of Fisher Information to likelihood ratio-based unsupervised change-point detection algorithms (e.g., ChangeFinder; Liu, Yamada, Collier, & Sugiyama, 2013).
2. Sensitivity of Fisher Information to data quality and quantity [this is explored in Chapter 6].
3. What, if any, advantages does FI have over other density estimation techniques?
4. Does FI provide signals in addition to or different than geophysical and vegetative (e.g. LIDAR) observations (data)?

# Velocity (*v*): using rate-of-change of system trajectory to identify abrupt changes

## Introduction

When, how and why ecological systems exhibit abrupt changes is a hallmark of modern ecological research, and changes which are unexpected and undesirable can have undesirable downstream consequences on, e.g., ecosytem services, biodiversity, and human well-being. Quantitatively detecting and forecasting these changes, however, has yet to be accomplished for most ecological systems (Chapter 2; Ratajczak et al., 2018). Moving from abrupt change methods requiring highly descriptive models and *a priori* assumptions of the state variable responses to drivers to methods requiring few, if any, *a priori* assumptions or knowledge is increasingly necessary for forecasting and managing complex ecosystems under an era of intensifying anthropogenic pressures.

A few broad classes of quantitative approaches exist for quantitatively identifying abrupt changes in complex ecosystems. First, one can use simple mathematical models to describe the system and statistically test for discontinuities in the observed variables (e.g., in coral reefs, Mumby, Steneck, & Hastings, 2013). Although mathematical representations are ideal, very rarely are ecological systems easily and well-described by them and often fail to meet the assumptions of the model. Second, we can track changes in the mean or variance of state variables to identify departures from the norm (e.g., early-warning indicators such as variance and variance index, Brock & Carpenter, 2006). Much like the mathematical modelling approach, these early-warning indicators have shown to be useful in some simple driver-response systems (e.g., lake eutrophication Carpenter, Brock, Cole, Kitchell, & Pace, 2008), but are unreliable in other empirical systems (e.g., Perretti & Munch, 2012; Dakos et al., 2012; Dutta et al., 2018). The last type of approach is the model-free approach [Dakos, Carpenter, et al. (2012); Ch. 2]. This group of abrupt change indicators can incorporate multiple state variables, and ideally requires no *a priori* assumptions about the expected driver-response relationships, or even about the drivers at all. It is this class of abrupt change indicators to which this chapter contributes.

### Tracking ecosystem trajectory through time to explore system dynamics

A classic example of state-switching by a system is demonstrated in the Lorenz (‘butterfly’) attractor (Fig. ??; Takens, 1981). This phase plot (Fig. ??) provides an informative visual of the behavior of a chaotic system manifesting two attractors. Although the periodic, attractor behaviors are made clear when examining the time series of each dimension (Fig ??), identifying such behaviors in additional dimensions becomes increasingly difficult.

System behavior/trajectory in phase space are used often in dynamical systems theory and systems ecology to make inference regarding system behavior and dynamics, but phase space (trajectory) dynamics are not commonly applied outside theoretical studies as a tool for ecological data analysis (c.f. Sugihara et al., 2012 for an example of phase-space reconstruction using Taken’s theorem of ecological time series). Some methods of attractor reconstruction have been applied to environmental data (e.g., individual time series of fisheries stocks, climate, stock market; Sugihara et al., 2012; Ye et al., 2015), yet they **do not incorporate the dynamics of whole-systems**. Model-free methods for exploring and describing the dynamics of whole (i.e.  variable) ecological systems are restricted to the commonly-applied dimnesion reduction techniques and clustering algorithms (e.g., Principal Components Analysis, K-means clustering). In fact, this is true of many abrupt change and regime shift indicators.

### Rate of change as an indicator of abrupt change in the system trajectory

How quickly a system switches states [e.g., moving from attractor to another; ??] may yield insights into the responses of ecological systems to perturbations (e.g., anthropogenically induced pressures such as climate change, urbanization) and community shifts (e.g., species introductions or extinctions, shifts in dominance). For example, Beck et al. (2018) tracked rate of change using chord distances—a data transformation for positive values and which is suitable prior to ordination analysis—to capture abrupt changes in community composition of a temperate, paleodiatom community. Chord distance, however, is greatest when the observations among data rows (e.g., time, location) have no species in common. In other words, this measurement may be most useful in high community turnover conditions. Identifying alternative numerical methods for estimating system rates of change may be when the system does not exhibit, for example, high degrees of turnover.

Rate of change (ROC, often represented as ) is a term used for various measures which describe the relationship among to variables, measuring the change in one variable relative to another. As a refresher ROC is represented as **speed** () or **velocity** (), where () is the adirectional magnitude (i.e. it is a scalar) of the displacement of an object over unit time and describes both the direction and magnitude (i.e. it is a vector) of the object’s movement in spacetime. is a scalar taking values of and can take any value between and . For example, consider a car travelling at a constant speed of around along a hilly landscape, where it is ascending and descending hills. Although is constant, changes in a sunusoidal fashion, where is when ascending, when descending, and at in the valleys and at the peaks of the hills. Although is useful when estimating other scalar quantities (e.g., ), given a starting and/or final position in space, is not informative of its the path travelled.

### Aims

Here, I propose a method which simply describes the rate of change behavior of system dynamics in phase space: **velocity**, . An alternative to other complicated, model-free approaches (e.g., Fisher Information; Cabezas & Fath, 2002), the velocity metric allows one to examine the behavior of an entire system along its trajectory (through space or time) without having to reconstruct the pahse space. The ability to handle noisy and high-dimensional data and the lack of subjective parameters in calculating the metric makes this method an ideal alternative to existing early warning indicators and phase-space reconstruction methods.

I first describe the steps for calculating this new metric (), as both a dimension reduction technique and abrupt change indicator. Although this is the first instance of this calculation to, alone, be suggested as a regime detection metric, it has been used as part of a larger series of calculations of the Fisher Information metric [see Ch. 3], first introduced in Fath et al. (2003). I use this theoretical system to present baseline estimates of the expected behavior of under various scenarios of changing mean and variability in a theoretical, discussing the contexts under which this metric may signal abrupt changes. Finally, I explore the utility of this metric in identifying known regime shifts in an empirical paleoecological time series data.

### Analytical approach

I first describe the steps for calculating velocity by constructing a simple, two-variable system which exhibits only a rapid, discontinuous change in the means of the state variables. I next vary the mean and variance of the state variables of this system to demonstrate baseline expectations for the behavior of velocity under a simple rapid shift scenario. Next, I construct a second model system similar to the first, but one which exhibits a non-discontinuous rapid change in the state variables. The purpose of this section is three-fold. First, I demonstrate how velocity behaves when the system undergoes varying degrees of change (e.g., slow change versus nearly discontinuous, rapid). Second, I concurrently identify baseline expectations of velocity under varying conditions of mean and variability of the state varilbes before and after a shift. Third, by introducing a smoothing function to the rapid shift, we gain an understanding of how process variability (noise) impacts the shift detectability by the velocity metric. Finally, I calculate the velocity of an empirical, paleolitic freshwater diatom community time series to demonstrate the utility of the velocity metric in highly noisy, high dimensional, and irregularly-sampled data.

## Steps for Calculating velocity,

In this section, I first demonstrate the calculations of velocity using a very simple, two-variable toy system. The first system exhibits a rapid shift at a single point in time, where mean and variance are constant before and after the shift point. I demonstrate the signals achieved with and the variability within the calculation by exploring a number of scenarios of this simple system. For the examples in this section, observations of are randomly drawn from distribution , where is the mean and is the standard deviation.

Consider a system (Fig. ??) with state variables (), with observations taken at time points, . System velocity is calculated as the cumulative sum over time period to , as the total change in all state variables, {}, between two adjacent time points, e.g., and , denoted . I use this simple, two-variable system to demonstrate how *velocity* is calculated. The system comprises variables and , with observations occurring at each time point . First, we calculate the change in each state variable, , between two adjacent points in time, and , such that the difference, is assigned to the latter time point, . For example, in our toy data, we use observations at time points & (Fig. ??). For all examples in this chapter, the state variables and were drawn from a normal distribution (using function *rnorm*), with parameters (mean) and (sd) for 100 time steps, . The regime shift in this system occurs at , where a shift in either or both or .

### Steps for calculating

#### Step 1: Calculate

The first step is to calculate the change in values for each state variables, , between two consecutive time points [e.g., from time to for the discrete-time system; Fig. ??; Eq. (??)]:

Note that can take any value between and .

#### Step 2: Calculate distance travelled,

Next, we calculate the total change in the multivariable system as a function of the change in all state variables . First, we calculate as the square root of the sum of squares of the changes in all state variables per Pythagora’s theorem (Eq. (??)):

Although represents the absolute change in the system between consecutive points in time, this measure is not yet relative along the system’s trajectory. To create a relative value we next calculate the total distance travelled along the system trajectory, , as the cumulative sum of (Eq. (??)) since the first observation, such that a cumulative sum is calculated for every over the interval (Eq. (4)):

We now have a single measure, [hereafter referred to as ; Eq. (4)] at each discrete point in time in our -dimensional system (Fig. ??). It should be noted that (Fig. ??) is monotonically increasing since the value of (Eq. (??)) is a sum of squares. Although discussed in a later section, it is important to note that is not unitless—that is, has units of the state variables, . For example, if our 2-variable toy system represents biomass, then the units of represents the cumulative absolute change in biomass of the entire system.

#### Step 3: Calculate velocity, (or )

Finally, we calculate the **system velocity**, (or ), by first calculating the change in (Eq. (4)), and then divide by the total time elapsed between consecutive sampling points:

The numerical results for each step in the calculation of velocity [Eq. (??)] is demonstrated using the first five time points of our toy system (Fig. ??) in Table ??.

## Velocity *v* performance under a discontinuous transition

I used simulation techniques to determine the baseline expectations of the performance of velocity under varying degrees of rapid shifts in the mean and variance of the toy system. The toy system in this section undergoes a discontinuous shift at (see ??). If the system undergoes a rapid and discontinuous change in one or more state variables, the velocity, beacuse it is a rate of change, may as . Therefore, it is important to understand the degree to which velocity can detect very sudden changes in mean values, despite effect sizes. Here, I varied each of the following system parameters at the regime shift location (): , increase in the mean value of and , the change in variance of .

Simulations consisted of 10,000 random samples drawn from the normal distribution for each paramter, I randomly drew the toy system samples 10,000 times under increasing values of and . To identify patterns in the influence of paramter values on velocity, I present the mean values of across all simulations, with confidence intervals of standard deviations. As mentioned above, the state variables and were drawn from a normal distribution (using function *rnorm*), with parameters (mean) and (sd) for 50 time steps, .

#### Velocity under varying degrees of Varying post-shift mean

I examined the influence of the magnitude of change in in the period before (pre; ) and after (post; ) by varying the mean parameter, in the set (Figs. ??,??). As expected, the magnitude of increases linearly as the total difference between and increases (Fig. ??). This is not surprising because increases as the total change in abundance across the entire sytem increases (Eq. (4)). Consequently the potential of also increases with total state variable values (e.g. abundance, biomass). The linear relationship among and total state variable values indicates that while is capable of identifying large shifts in data structure, it may fail to identify subtle changes (i.e. lower effect sizes).

#### Varying post-shift variance

In the previous example, variance was constant before and after the abrupt shift at . To determine whether the signal emitted by at the regime shift is lost or dampened when increasing variance I varied the variance parameter, along the set . The variance for both state variables () prior to the regime shift, and , was , with the change occurring in .

Sytem velocity appears senstive to increases in the variance at the point of the regime shift (Figs. ??, ??). Again, because velocity is a function of the total change in the state variables, the variability of will increase with both and (Fig. ??). Further, it is unsurpirsing that exhibits sensitivity to changes in because, without prior smoothing of the data, the tangential speed of a ‘noisy’ variable will always be noisy itself (see Figs. ??, ??, ??, ??).

#### Smoothing the data prior to calculating *v*

To determine whether process or observational noise influences the signal in , I used linear approximation techniques to smooth the data prior to calculating the derivatives. I used the function stats::approx which linearaly interpolates the original data, and , to regularly-spaced time points along the set . I then calculated as described in (Eqs. (??):(??)). Increasing the number of points () at which the original state variables were smoothed (i.e., ) did not influence the amount of noise surrounding the signal of the regime shift (at ) in system velocity, (Fig. ??).

## Velocity performance under a smooth transition

In the previous section I presented expectations for velocity signals under a discontinuous transition in a discrete-time system. Given velocity is a measure of the rate of a change in a system and the range of transition speeds ecological systems exhibit (e.g., slow driver-response or threshold dynamics), it is important to understand if and when the velocity signal is dampened under varying degrees of transition speeds. In this section I use a similar toy system, to demonstrate the expectations of velocity under a smooth shift and under varying degrees of rapidity.

Although the data constructed in this section are similar to that used in the previous section in that we are manipulating the mean and variance of two state variables before and/or after an abrupt shift, this section introduces a component of process noise into the shift itself. This is important because the derivative of a nearly discontinuous function is infinite. Although we are interested in identifying rapid shifts in systems, velocity will appraoch infinity as the rate of change in the shift increases and the sampling intervals decrease. In other words, if the system exhibits turnover in e.g.  of the state variables, we expect the value of velocity to be similar to that of a turnover in e.g.  of the variables. Removing the possibility of infinite values provides more relative measures within the community time series.

### Generating the data

Here we consider a two-variable system over the time interval with state variables and which exhibits abrupt shifts in mean and/or variance of one or both variables at time . I generated species observations for the true process and the true process with process variability. The true process data were created using the paramters for and for each of the conditions in described in Table ?? (random seed in Program R was 12345).

#### True process model

Data were generated from a normal distribution and an abrupt shift in the mean was incorporated using a hyperbolic tangent function. The true process for each state variable, , was generated from Eq. ((??) (see Fig. ??)):

where is the mean value of at time and *pre* and *post* are the periods before and after the abrupt shift (), respectively. The parameter in Eq. (??) controls for the rate of change at the point of the abrupt change, , where higher values of correspond with a higher slope at . I simulated a single iteration (dataset) for various conditions of changing and (see Table ??), for two state variables at intervals of along the temporal interval .

#### Observed process data

I generated observations by imputing noise into the true process model (Eq. (??)) through random sampling of from a normal distribution (Eq. (??); Fig. ??):

where is the observed error around , and is of under various sampling conditions (as described in Table ??). I generated the error as a percent of the mean as this scaling relationship is commonly observed in ecological data (Taylor, 1961).

### Evaluating velocity performance under conditions of changing means and/or variance

I simulated a single dataset (R seed 12345) by randomly drawing a single realisation (observed data) of the hyperbolic tangent process model with additive process noise (Eq. (??)). I then calculated the distance travelled, , and the velocity of the distance travelled, (also referred to as ) using first differences. The first differences approach is a simple alternative to numerical integration tecniques, requiring only simple algebraic techniques. This method is ideal for discrete time data, or where computational power woudl not suffice for numerical integration. When using the first differences method, however, will demonstrate high variability, depending on the amount of time between samples (i.e. as the intervals of increase).

I also calculated using a numerical integration method for non-smooth, noisy data, called total variation regularized differentiation (Chartrand, 2011). I used the R package tvdiff (Price & Burnett, 2019) to perform numerically integrate the distance travelled, . The regularized differentiation method in this package (function tvRegDiff; descried fully in Chartrand, 2011) provides a numerical solution for calculating non-noisy derivatives of noisy, non-smooth data. Using this smooth-derivative estimation technique may be an ideal supplement to the velocity method in cases where process and observational error generate noisy observational data. Although not possible in most ecological systems data, here we can compare the fit of the smooth-derivative to the derivative of the true process, allowing us to determine the usefulness of calculating a smooth-derivative. There are two tuning paramters required to be chosen by the analyst when implementing the total-variation regularized differentiation, each of which influence the amount of noise smoothed out in the resulting derivative: and the number of iterations. I implemented this numerical differentiation over 1,000 iterations, and selected by comparing the antidifferentiated distance travelled, , to the true process values of (e.g., see Figure ??). For most conditions and smoothness I found the tuning parameter for tvdiff provided a good fit of (Fig. ??), however, when the hyperbolic tangent smoothing paramter, was low (i.e. ) higher values of yielded more abrupt changes in the derivative.

#### Smooth changes in the mean

As discussed earlier, the velocity of the distance travelled, , is a measure of how quickly the sum of the squared system variables change between observations (i.e. time). Consequently, as the total change in state variables grows, so will the maximum potential of the velocity, . Following this logic, we should expect to see a spike in the derivative of the distance travelled when the system changes quickly. I tested this hypothesis under two conditions of changing means, where either one or both variables underwent mean shifts (see Table ??), and under varying degrees of transition smooothness (i.e. ).

When the hyperbolic tangent smooth transition function is less steep (Fig. ??) the observed velocity signal is dampened. This signal, however, is quickly recovered when the transition function becomes more abrupt (Figs. ??,@ref(fig:mu1varpt75,??; , respectively). Unsurprisingly, when we shift the means of both state variables while holding the relative variance constant, the velocity signal changes more abruptly (Fig. ??) than when only a single variable shifts mean value (compare with Fig. ??). Figure ?? is representative of the increasing signal in velocity as increases.

#### Smooth changes in variance

Abrupt changes sometimes manifest first as a change in the variability, rather than the mean value, of the state variables. This condition manifests in the velocity signal when both variables experience a shift in relative variance (Fig. ??), however, does not signal change when only one variable exhibits a shift in variance (Fig. ??). Again, given the total magnitude of change influences the distance travelled, , and the derivative of s, , it is not surprising that the velocity signal is greater around the transition point when both, compared to a single, state variable exhibits increased variability about the mean. In these scenarios I shifted the variability in the state variables from only to (see Table ??)—this percent variability is low relative to most empirical observational ecological datasets. As such, I expect the velocity signal to be more pronounced when empirical systems undergo shifts in variance in at least one state variable.

#### Smooth changes in the mean and variance

Given the signals identified in the velocity when one or both state varialbes exhibits a shift in mean and/or variance, it is unsurprising that even under smooth transitions (when ), velocity manifests as a signal of change (Fig. ??). This signal is most pronounced when the shift is abrupt (Fig. ??).

## Velocity performance under empirical transitions: paleolithic freshwater diatom community

To gather baseline information on the use of velocity in empirical systems data, I calculated velocity for the paleodiatom system described in Chapter 6 (see also Appendix ??. Briefly, the paleodiatom community comprises 109 time series over a period of approximately 6936 years (Fig. ??). As elaborated in Spanbauer et al. (2014), the paleodiatom community is suggested to have undergone regime shifts at multiple points. These abrupt changes are apparent when exploring the relative abundaces over time, as there are extreme levels of species turnover at multiple points in the data (Fig. ??). Using Fisher Information and climatological records, Spanbauer et al. (2014) suggest that regime shifts in this system at approximately 1,300 years before present (where present is equal to year 1950).

Spanbauer et al. (2014) used different regime detection metrics coupled with regional climatological events to identify regime shifts in the system, suggest that a regime shift occurred at ~1,300 years before present. Using the methods outlined above, I calculated the distance travelled () and velocity (; Fig. ??). The results of and (Fig. ??) on the relative abundance data correspond with both the large shifts in species dynamics (see Fig ??, and also with the regime shift identified by Spanbauer et al. (2014). However, two primary results can be made from the metrics and that are not obvious nor identified numerically in the results of Spanbauer et al. (2014) (): 1. Two additional large shifts occurred at approximately 2,500, 4,800 and years before 1950  
1. The periods before the first and after the second large shifts appear oscillatory (Fig. ??).  
To determine whether removing the noise in the data, I interpolated the each time series using function stats::approx to 700 time points. Next, I calculated the distance travelled of the entire system, . Finally, I obtained the derivative of by using a regularized differentiation (using function tvdiff::TVRegDiffR; parameters were , scale = small, , and ). This method of regularized differentiation is an ideal approach to smoothing because it assumes the data are non-smooth and incorporates finite differencing. The total variation regularized differentiation is desribed in Chartrand (2011), Price & Burnett (2019), and in the previous first-level section.

The smoothed velocity (Fig. ??) provides a similar but smoother picture of the velocity of the system trajectory. Comparing the smoothed (Fig. ??) to the non-smoothed velocity (Fig. ??) yields similar inference regarding the location of the regime shifts at 2,200 and 1,300 years before present, however, it more clearly demonstrates potential inter-regime dynamics (e.g., between 7,000 and 4,800 years before present), which were not identified in previous study of this ssytem (Spanbauer et al., 2014).

## Discussion

Here, I described the steps for calculating a novel regime detection metric, system velocity (). First described in Fath et al. (2003), is used as a single step for caclulating a more complicated regime detection metric, Fisher Information (see also Chapter 3). System velocity is arguably simple to calculate, as shown in this chapter, captures the total change in system variables under a variety of mean and variance conditions. The metric does not, however, perform well as variance increases (Fig. ??), and smooothing the original data does not reduce the noise surrounding this metric when variance is moderate (Fig. ??). Variance is a commonly-used indicator of ecological regime shifts (Brock & Carpenter (2006)), however, is difficult to interpret when the number of variables is a few. System velocity, , may be useful in situations where the number of state variables is few, and appears especially useful when the magnitude of change in one or more state variables is high (Figs. ??,??). For example, this method will likely identify signals of regime shifts where the shift is defined as high species turnover within a community (Fig. ??).

This study provides baseline expectations of the velocity of the distance travelled, , as an indicator of abrupt change in a multivariable system. Although a useful first step, this metric should next be critiqued in a sensitivity analytical approach, where a statistical measure is used to determine whether indicates abrupt shifts prior to occurrence (c.f. during or after), particularly with respect to its performance in community-level empirical data. The paleolitic diatom data used in the last section of this chapter is also presented in the documentation for my R Package, **regimeDetectionMeasures** (Appendix ??). In this case study, the ‘distance travelled’, (Eq. (??)), clearly exhibits shifts at points where expert opinion and species turnover (in species dominance) agree that a large change occurred. Further, velocity, (see *dsdt* in package materials) indicates a large shift at only the most predonimnant shift in the time series, perhaps due to the metric’s sensitivity to variance (Fig. ??.

Further work is required to determine the utility of system velocity as a regime detection metric, however, this chapter demonstrates that the metric may indicate clear shifts in variable means and variability about the means. In addition to examining high-dimensional and noisy data, a study of the performance of under conditions where few variables exhibit large changes while many variables are relatively constant may also prove useful. Additionally, this metric may be a useful tool for reducing the dimensionality of high dimensional data. Although the metric loses much information, as opposed to some dimension reduction techniques, e.g. Principal Components Analysis PCA, the metric is simple to calculate (even by hand), is computationally inexpensive, and is intuitive, unlike many clustering algorithms (e.g., Non-metric Multidimensional Scaling NMDS). Like system velocity, methods of the latter variety (e.g. NMDS) require post-hoc statistical analyses to confirm the location of clusters (or abrupt change, regime shifts), while methods of the former variety (e.g. PCA) retain loadings but do not necessarily identify the locations of abrupt shifts.

## Supplementary Figures

This section contains additional examples of the behavior of velocity, when varying the mean and/or variance prior to and/or after the induced abrupt shiftt in the toy system with a discontinuous transition at .

# Robustness of Multivariate Regime Detection Measures to Varying Data Quality and Quantity Using Resampling

## Introduction

Ecological systems have many unpredictable and variably interacting components (Jorgensen et al., 2011). Methods for analyzing these complex systems, e.g. Dynamic Bayesian Networks, network models, and food webs are designed to handle these complexities, yet require data- and knowledge-intensive models. Although ecological data collection and data management techniques are improving (La Sorte et al., 2018), the aforementioned approaches to modeling and understanding complex system are often infeasible in ecosystem research and management (Clements & Ozgul, 2016).

A growing concern with anthropogenic impacts on the environment has increased the demand for mathematical and statistical techniques that capture these dynamics. These often undesirable changes in the structure or functioning of ecological systems are often referred to as *regime shifts*, *regime changes*, *state change*, *abrupt change*, etc. (Andersen et al., 2009) . A yet-unattained goal of ecological research and management is to reach a point where these methods can predict impending regime shifts in real-time and with high confidence. Ideally, ecological regime shift detection methods (hereafter, regime detection measures) would require little knowledge of the intrinsic drivers of the system, and the users of the method would not be required to know if and where a regime shift occurred in the data.

Despite the suite of regime detection measures in the environmental and ecological research literatures, they are not used in ecological management. We can describe the current state of regime detection measures as being either system specific (i.e., the method is not system agnostic) or not. Methods of the latter type are convenient in that they can be applied across various system and data types, but the results of these analyses require some degree of subjective interpretation (Clements & Ozgul, 2018; *c.f.* Batt, Carpenter, Cole, Pace, & Johnson, 2013). Efforts to develop and/or improve regime detection measures that do not require such subjectivity will aid the advance of regime detection measures research and application.

Current efforts to improve regime detection measures may be stunted by the lack of application beyond simple and/or theoretical (toy) systems data. Like most statistical and mathematical approaches, the evolution of many regime detection measures begins with application to theoretical data, followed by application to empirical data. Current applications of regime detection measures to empirical, ecological data are largely limited to data describing populations (Alheit et al., 2005; Anderson & Piatt, 1999; deYoung et al., 2008), climatic, marine, and Paleolithic regime shifts (Kong et al., 2017; Spanbauer et al., 2014; Yang & Wu, 2006), with few applications to terrestrial data (*c.f.* Bahlai, Werf, O’Neal, Hemerik, & Landis, 2015; Sundstrom et al., 2017). Although testing the performance and inference boundaries of theoretical and simple systems is important, they are of little use to ecosystem managers if they are not proven to be easily and reliably applicable to their system. Additionally, regime detection measures should be capable of handling empirical ecological data, which are often sparse, noisy, and irreguarly sampled..

Ecological systems data is expensive to capture, and has large process variation and observation errors. This variability reduces data quality and quantity, limiting the numerical tools for identifing trends and changes in the system (Thrush et al., 2009). Some methods, new and old, proposed as regime detection measures are purported to handle the data limitation and quality issues inherent in ecological data, and minimize subjective decisions for choosing state variables and interpreting results. For example, variable reduction techniques, e.g. principal components analysis (Andersen et al., 2009; Reid et al., 2016; S. Rodionov & Overland, 2005), clustering algorithms (Weijerman, Lindeboom, & Zuur, 2005; Weissmann & Shnerb, 2016), an index of variance (Brock & Carpenter, 2006), and Fisher Information (Cabezas & Fath, 2002; Fath & Cabezas, 2004; Karunanithi et al., 2008) were introduced as methods which collapse the system into a single indicator of ecological regime shifts. Although these methods have been used on empirical ecological systems data, their robustness to empirical data quality and quantity have yet to be examined.

In this Chapter I examine the influence of observation and process errors on the inference obtained from select multivariable regime detection measures. There are three major objectives:  
1. Identify the effects of data quality on regime detection measure inference.  
2. Identify the effects of data quantity on regime detection measure inference. 3. Explore the relative performance of velocity (described in Chapter 5) to the above mentioned methods under multiple scenarios.

This Chapter provides baseline relative performance estimates of select, multivariable regime detection measures under various scenarios of data quality and quantity. The results from this Chapter inform the practical ecologist of the potential limitations to consider when applying these regime detection measures to their data, and has potential to inform the data collection process. Additionally, the software accompanying this Chapter allows the end user to implement these methods on this diatom system, a toy system, or their own data.

## Data and Methodology

### Study system and data

I used paleodiatom time series from a freshwater system in North America (Foy Lake, present day Montana) that apparently underwent rapid shifts in algal community dynamics at multiple points in time. This data comes from a single soil core sample, from which the relative abundances of 109 diatom species were identified at 768 observations (time points) over years (Figure ??. Althouh the soil core was sampled at regular distances, the soil accumulation process is not necessarily linear over time, resulting in irregularly-sampled observations (i.e., time elapsed between sampling points differs varies; see Figure ??). The data were published in Spanbauer et al. (2014) and can be downloaded at the publisher’s website.

### Regime detection measures

Fewer model-free regime detection metrics exist than do model-based metrics (Chapter 2) and of these, only a few are suggested for multivariable data. Here, I compare the results for three regime detection metrics that are model-free and can handle multivariable data: velocity (Chapter 5), the Variance Index (Brock & Carpenter, 2006) and Fisher Information (Fath et al., 2003). I chose the Variance Index, as this is one of the more widely applied multivariate, model-free regime detection measures, and has been shown to, in some empirical data, identify regime shifts *post hoc*. I introduced the velocity in Chapter 5 as a new, potential regime detection metric. As this is the first time it has been used for such a purpose, including it in this approach allows us to further identify potential flaws with the method, but also to gain some baseline estimates of its relative performance. In Chapter 3 I presented the Fisher Information metric as it is used in detecting ecological regime shfits, and discuss the situations under which it may or may not be a good metric.

#### Velocity ()

In Chapter 5, I describe a new method, **velocity**, , as a potential dimension reduction and regime detection method. First introduced by Fath et al. (2003) as one of multiple steps in calculating their variant of Fisher Information, velocity calculates the cumulative sum of the square root of the sum of the squared change in all state variables over a period of time (Eq. (5)). Steps for calculating this metric are described in detail in Chapters 3 and 5.

#### Variance Index (VI)

The Variance Index was introduced by Brock & Carpenter (2006), and is simply defined as the maximum eigenvalue of the covariance matrix of the system over some period (window) of time. The Variance Index (also called Variance Indicator) was originally applied to a modelled system (Brock & Carpenter, 2006), and has since been applied to empirical data (Spanbauer et al., 2014; Sundstrom et al., 2017). Although rising variance has been shown to manifest prior to abrupt shifts in some empirical systems data (Brock & Carpenter, 2006; Nes & Scheffer, 2005), the Variance Index, which is intended for multivariate data, appears most useful when the system exhibits a discontinuous (non-linear) shift (Brock & Carpenter, 2006).

#### Fisher Information (FI)

Fisher Information () is essentially the area under the curve of the acceleration to the fourth degree () divided by the squared velocity (; also referred to as in Chapter 5) of the distance travelled by the system, over some period of time (), and is given in Eq. (6):

I refer the reader to Chapter 3 for a complete description and to Cabezas & Fath (2002) for a complete derivation of Fisher Information.

#### Using moving window analysis to calculate Fisher Information and Variance Index

Unlike , the Variance Index and Fisher Information are calculated using moving window analysis. That is, over the entire time series, , these metrics are calculated within multiple windows of time, . In this approach, all state variables, , are used to inform the calculations (of Variance Index and Fisher Information) over a time interval, , where is the length in [time] units of the time interval and satisfies the following condition: . If , then only a single value of the metric will be calculated for entire time series, which does not allow for any estimate of change.

When using these metrics in the context of identifying abrupt changes in ecological systems data across , it is ideal the value of meets the following conditions: . The length of a time window dictates the number of calculations one can obtain over , such that the number of potential metric calulations increases as decreases. Previous applications of moving window analyses to calculate Fisher Information found that at least eight observations (time points) should be used [citation].

An additional parameter is required when conducting moving window analyses: the number of time points by which the window advances. In order to maximize the data, I advance the window at a rate of one time unit. However, it is important to note that because these data are not sampled annually and the because the window always advances by a single time unit, the number of observations included in each calculation will not be the same. If fewer than 5 observations are in a window, I did not calculate metrics, advancing the window forward. I assigned the calcuated values of Fisher Information and Variance Index within each moving window to the **end** (the last time unit) of the moving window. In temporal analyses, assigning the value[which value] to any other point in time (e.g., the beginning or the middle) muddles the interpretation of the metric over . Also note that this method has the potential to result in calculating a metric for all integers between and .

### Simulating data quality and quantity issues using resampling techniques

Using a resampling approach I calculated the regime detection measures over different scenarios simulating data quality and data quantity issues common to ecological data anlaysis. The scenarios are categorized as *observations* and *species*. The observations scenario simulates a loss of temporal observations (decreasing the number of times the system was observed), and the species scenario simulates a loss of information about the system by removing some proportion of the species. The loss of temporal observations and the loss of species were examined at three proportions: , where is the proportion of species and time points **retained** for analysis. For example, when , a random selection of of the species are retained for analysis in the species scenario. I resampled the data over iterations () for each scenario and combination. Note that because when , all data are retained. Therefore, no resampling was conducted at this level because only a single metric (e.g. Velocity) value is possible.

### Comparing regime detection measures

Interpretation of the regime detection measures used in this analysis are currently limited to visual inspection. Therefore, I limit inference in this study largely to the impact of data loss on the variability with a regime detection measure (i.e. how robust is the measure to data loss). It is important to not only identify the influence of data quality and quantity on the performance of individual regime detection metrics, but also to somehow relate these qualities. I visually inspect the relatve performance of these metrics by comparing the coefficient of variation of the resampled samples for the results of resampling method (; species, observations) and sampling percentage (; 25%, 50%, 75%) combination for each metric (FI, VI, ). The coefficient of variation measures provides a relative measure of the variability in the estimated metric across resampled samples as , where is the standard deviation and is the mean value.

I observed the distributions of the CV [get rid of the error to mean ratio, confuses the issue] to identify potential flaws in the metrics should data quality or quantity (, ) decrease. First, within a value of a low error to mean ratio (CV) indicates that the metric value is similar across the resampled samples (). The efficacy of the metric should be questioned as CV, and perahps even abandoned as CV. Next, we can examine how the distribution of CV changes within and across . As we increase , we are increasing the volume of data we are feeding the metric. Intuitively, we can assume that as we add more data (volume), we are supplying the metric with more *information*, theoretically increasing the signal-to-noise ratio. Following this logic, we should expect the distribution of CV to generally decrease in mean CV value and also become less variable (less dispersion around the mean CV). A visual examination of the distribution of CV across and within was suffcient to achieve inference regarding the quality of these metrics upon data loss and lessened quality.

## Results

### Velocity of the distance travelled ()

The velocity of the distance travelled, or , exhibited dispersion across the values of , however, yielded consistent results (i.e., high overlap in the densities of the CV across values of and across methodologies; see Fig. ??). Further, it should be noted that because is calculated using first differences, it will be sensitive to large changes in the state variables. By examining the density plot of the CV of the dsitance travelled, , we notice that this measure is highly *insensitive* to data loss (Fig. ??), suggesting that a finite differencing appraoch (e.g., using total variation regularized differentiation; see Chapter ) which can yield a much smoother derivatie than the approach used here, may decrease the sensitivity of to data loss. This hypothesis is further supported when examining the effect of species (Fig. ??) and temporal observation loss (Fig. ??) on the velocity metric. These conditions are representative of the other combinations.

### Variance Index

The Variance Index (VI) performed best under the the observations resampling method, exhibiting low values for and low dispersion in the CV density (Fig. ??) across iterations. However, the VI appears sensitive to high losses of species information, where the density of the CV still exhibits low dispersion but with higher overall mean values (Fig. ??). Surprisingly, the Variance Index was insensitive to temporal observation loss (Fig. ??), exhibiting a similar amount of noise across various degrees of data loss (). Although the signal was dampened under the species method, the signals for the shifts in community composition were not lost across levels of (Fig. ??). This is likey due to the high probably that the dominant species were rarely always excluded from the resampled observations.

### Fisher Information is highly sensitive to information loss

The Fisher Information method did not yield conclusive results regarding the abrupt shifts in the paleodiatom community composition. Further, this method appears highly sensitive to varying quality and quantitaties of data (Figs. ??, ??). Although the Fisher Information identifies the shift in community composition at years before present, it fails to identify shifts outside this period. Further, it is difficult to visually analyze any value of the Fisher Information on the original scale as the values range from to (Fig. ??). In addition to failing to identify the shifts in community composition, the standard deviation of Fisher Information far exceeded the mean value of Fisher Information under all scenarios (Fig. ??). When I resampled the data using 25% and 50% of the species the ratio of mean Fisher Information to standard deviation (CV) of Fisher Information is always (i.e, not pictured in Fig. ??). The high variation in FI values across resampled iterations coupled with the high dispersion within each combination (Fig. ??) suggests Fisher Information will not produce similar trends when we lose or distort the data collected. This is also sugggested by the high confidence intervals surrounding each combination (Fig. ??).

## Detrending the Data Prior to Calculations

If and how to manipulate the original data prior to calculating various regime detection methods is an important consideration, and a line of research that has not yet been fully explored. Although most of the multivariate methods identified in the literature review do not require data conforms to a specific distribution, how th results of these methods can vary as we change the quality and characteristics of the original data (Michener & Jones, 2012). In fact, since many of the methods for regime shift detection are specifically looking for changes in variance structure and autocorrelation, standardizing variances is not counterintuitive.

Some studies detrend the original time series prior to data aggregation and calculation of regime detection metrics. I did not detrend the original data for two reasons. First, the authors of the original paper analysing this dataset (Spanbauer et al., 2014) did not detrend species time series. Like Spanbauer et al. (2014) I only scaled the original data, rather than detrending. Second, detrending a time series requires yet another subjective decision by the data analyst. For example, a “spanning” parameter must be chosen when detrending (smoothing) non-linear time series using local regression (Loess) regression (see Fig. ??). Other smoothing methods are being explored for both detrending (e.g., PcR; Beck et al., 2018) and regime shift identification (e.g., generalized additive modelling; Beck et al., 2018). Finally, this data exhibits rapid and drastic shifts in community composition *and* contains a disproprtionate amount of dominant versus non-dominant species. Consequently, most species contain more zero than non-zero observations, which makes loess smoothing difficult. Although this chapter concerns impacts of data quality and quantity based on hypothetical data collection and analytical decisions, adding yet another parameter necessitates another layer of compartive analysis. Future work studying the impact of detrending, data scaling, outlier removal, and other related decisions would be of value in understanding the efficacy of these and other regime detection measures in real-world situations.

## Conclusion

In this chapter I provide additional evidence for the sensitivity of select regime detection measures to information (data) quality and quantity loss. The loss of data quantity was simulated by randomly sampling subsets of both the species and the temporal observations, and the reduction in data quality manifests as a function of removing whole species from the community profile. Previous studies of the robustness of univariate regime detection metrics have found similar results, suggesting the measures fail in numerous real-world ecological conditions (Andersen et al., 2009; Contamin & Ellison, 2009). This chapter also highlights the relative insensitivity of the new velocity metric (see Chapters 3, 5) to data and information quality and quantity (e.g., Fig. ??) loss.
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# Discontinuity chapter under construction

## Introduction

Body size influences the frequency and intensity of inter- and intraspecific competition for resources, territory, and mates, thereby dictating the spatial and temporal scales at which a species of a distinct body size operates (Allen et al., 2006; Peters & Wassenberg, 1983; Silva & Downing, 1995). The scaling structure of terrestrial communities are have been found to have ‘lumpy’ distributions — that is, they are not well-described using paramteric statistical descriptions. Thes scaling structures as manifested in body mass distirbutions of communities are considered reflective of the discontinuous and heterogeneous nature of resource use. Specifically, Holling (1992) suggests that the body mass distribution of a community or group of species reflects the discontinuous nature of environmental structures and processes. Quantitative analyses of animal body sizes (Allen et al., 2006; Nash et al., 2014) and other similar distributions has revealed the prevalence of discontinuous size distributions in faunal body mass (Skillen & Maurer, 2008), plant biomass (Spanbauer et al., 2016), city population sizes (Garmestani, Allen, & Bessey, 2005), and species’ home range size (Restrepo & Arango, 2008).

Species operating at similar spatial and temporal scales are those close in body size, and are identified in discontinuity analyses as belonging to the same body mass aggregations or ‘lumps’ (Allen and others 1999). The interactions among species in a single aggregation presumably experience a higher frequency and intensity of interspecific interactions with each other as opposed to those in different aggregations (Peterson and others 1998).

barichievy2018method - method taht caleb used.

Multiple global change drivers are exerting influence in a south-to-north pattern within the Great Plains. For instance, in the Great Plains, climate change is shifting native and agricultural plant phenologies (Richardson et al., 2013) and geographic centers of species distributions (Hovick et al., 2016). Woody plant encroachment is causing regime shifts from historically grassland regimes to woodland or shrubland regimes (Engle et al., 2008); whole ecoregions in the southern Great Plains have shifted to woodlands in the past century, and northern ecoregions are increasingly on the brink of wholesale regime shifts (Twidwell et al., 2013). Interacting with climate change and woody plant encroachment, fire frequency and size have also increased by >400% in the Great Plains, especially in the southern portions that have transitioned to woodlands (Donovan et al., 2017). Energy development such as oil and gas extraction reduced net primary productivity by approximately 4.5 Tg between 2000-2015, with much of the development focused on the southern Great Plains (Allred et al., 2015). Although the rate of agricultural land conversion had greatly slowed by the 1950s (Brown et al., 2005), the northern plains lost much of its remaining grassland after commodity prices surged at the beginning of the 21st century (Drummond et al., 2012). Urbanization and population growth in the Great Plains has continually increased in and around already populated areas (Brown et al., 2005), with the greatest growth occurring in the southern portions of the Great Plains. In light of this, we selected a belt transect on the ecotone of the Great Plains and Eastern Temperate Forests extending from the Gulf of Mexico to the edge of the boreal forest in Canada. Specifically, the belt transect extended south-north from 28 - 49 degrees latitude (approximately 2300 km) and east-west from 93 - 97 degrees longitude (approximately 350 km). Statistical Analysis Identifying discontinuities For each route falling within the belt transect, we identified discontinuities in avian community body masses by rank-ordering the log-transformed body masses of each species observed at each route for each year. We obtained mean body mass estimates for all species in the analysis from the CRC Handbook of Avian Body Masses (Dunning Jr, 2007). We then used the “discontinuity detector” method (Barichievy et al., 2018) on the log-ranked body masses, which is based on the Gap Rarity Index for detecting discontinuities in continuous data (C. Stow, Allen, & Garmestani, 2007). For taxa with determinant growth, mean body mass has been shown to reliably differentiate size aggregations and is strongly allometric to the scales at which functions are carried out by organisms (Nash et al., 2014; Sundstrom & Allen, 2014). Because the discontinuity detector method is known to overestimate discontinuities in observations with low species richness, we removed any routes with < 40 species observed within a given year (Table 3.1). We used a power table (Lipsey, 1990) to account for sample size (the number of species observed at each BBS route in a given year) and average variance in body masses (Dunning Jr, 2007) to adjust the critical d-value (the value based on Monte Carlo simulations that identifies significant discontinuities) where N varied (Allen, Forys, & Holling, 1999) (Table 3.2).

## Methods

I used discontinuity analysis to identify the cross-scale structure of the avian communities across space-time (Barichievy et al., 2018).

### Spatial sampling scheme

I sampled BBS routes from a North-South-running transect in Central North America running from the Southern Great Plains ecoregion near the Gulf of Mexico ( latitude) to boreal Canadaian forest ( latitude), running west from ( longitude) to ( longitude). This region of the world is experience widespread range expansion of a native invasive woody plant, Eastern Redcedar [\*Juniperus [virginiana\*;@twidwell2016plant](mailto:virginiana*;@twidwell2016plant);Donovan et al. (2018)]. This widespread and steadfast transition of native and replanted short and tallgrass prairie habitat to semi-wooded areas should manifest in the avian community composition across large spatial scales, potentially manifesting as changes in cross-scale strucutre of avian body masses. Given the body of evidence suggesting avian community composition shifts upon woody encroachment, we can make two predictions. First, an area undergoing woody encroachment should exhibit a shift in community composition, given the extreme sensitivity of grassland bird species to woody cover. As such, we should next expect a shift in the body mass aggregation structure of the avian community. However, this compositional shift need not manifest in the discontinuous strucutre of the body mass distribution (e.g., shifting the number, size, and/or location of body mass aggregations within a distribution). Rather, at a minimum, we should expect species turnover and potentially shifts in the species which dominate (comprise the center of) or are peripherally associated with (comprise the edges of) each body mass aggregation.

### 

Given the extent and resolution of our data, we are able to only test the biotic interaction and textural discontinuity hypotheses (Allen et al., 2006). “If scale‐dependent resource variability is introduced into the model, then a single mode can separate into multiple modes (Marquet et al. 1995), indicating an interaction between the distribution of resources in the landscape and body mass aggregations.” from allen2006patterns

# Conclusions

Climate change is expected to induce an increase in both the intensity and frequency of rapid ecological change or disturbance, impacting social systems, potentially to the detriment of human communities most vulnerable. Identifying and forecasting these changes is critical for community and ecological planning, management, and disaster mitigation. Because ecological and social systems are tightly coupled, it is commonplace to use ecological indicators to identify change and potential changes that may impact these systems. Many papers introducing or discussing regime detection measures suggest the ecologist uses multiple lines of evidence, ranging from historical observations to ecological modelling results, for identifying an ecological regime shift (Lindegren et al., 2012). Although valid, comparing results of multiple methods or lines of evidence within a single system has yielded inconsistent results, and inconsistent results can result in either improper conclusions, or in what I am calling **method mining**. That is, a dataset is analyzed using until a sufficient number of methods yield affirmative results.

## Method mining regime detection methods

Many regime detection measures have yet to be properly and statistically (or numerically) scrutinized. However, it should be noted that, in part due to both (i) the popularity and (ii) the sheer number of ‘new’ methods a handful of authors[[5]](#footnote-126). Ecological indicators (a.k.a. indices, metrics) have been suggested as ‘early-warning indicators’ of ecological regime shifts or abrupt change (Chapters 1 and 2) and are methods of measurement designed to provide inference about one or more unobserved or latent processes, are inherently biased. Regardless of the state of the theory supporting *regime shifts* in ecology, ecological indicators and the methods for calculating them should be heavily scrutinized prior to being used in an ecological management or policy-making setting. Rather, new methods (indices, metrics, etc.) are being introduced into the literature at a rate exceeding that at which they are scrutinized (Chapter 2). This dissertation demonstrates that, while potentially useful, regime detection metrics are inconsistent, not generalizable, and are currently not validated using probabilities or other statistical measurements of certainty.

## Ecological data are noisy

Regime detection metrics appear more reliable when the signal-to-noise ratio is high (Ch. 2, Ch. 5, Taranu et al., 2018). Ecological systems are noisy, and the observational data we are collecting at large scales (e.g., the North American Breeding Bird survey), is noisy. Using methods incapable of identifying meaningful signals in noisy data appears futile, yet, methods for doing so are increasingly introduced in the scientific literature (Ch. 2).

## Data collection and munging biases and limits findings

Regime detection measures and other ecological indicators can signal (see (7)) various changes in the data, however, understanding what processes are embedded in the signals (i.e., removing the noise) requires expert judgement. And because a consequence of data collection and data analysis limits the extent to which we can identify and infer processes and change within an ecological system, **I suggest the practical ecologist scrutinizes her data prior to identifying and conducting analyses**, including those that are purely exploratory. By collecting and analysing data, the ecologist has defined the bounaries of the system *a priori*^+(+ Beisner, Haydon, & Cuddington, 2003 states this eloquently as, “The number and choice of variables selected to characterize the community will be determined by what we wish to learn from the model”). The influence of state variable selection is ignored by some metrics (e.g. Fisher Information Eason et al., 2014b and Chapter 5), in that the resulting measure is composite and carries no information regarding the influence of state variables on the metric result.

The actual limitations to the system should be, theoretically, known as a result of bounding the system. Inference beyond this system is extrapolation, and should be treated as speculation, especially when not accompanied by a measure of uncertainty around one’s predictions.

## Common Limitations of Regime Detection Measures

Limitations of the findings in this dissertation and of the regime detection methods used herein are largely influenced by the **data collection**, **data munging** processes. Although the below mentioned points may seem logical to many, these assumptions are overlooked by many composite indicators, including regime detection measures.  
1. Signals in the indicators are restricted to the ecological processes captured by the input data. Extrapolation occurs when processes manifest at scales different than the data collected. (resolution; Chapter 4)  
1. normalization and weighting techniques often impact results (whether ecological or numerical) (Appendices ?? and ??)  
1. data aggregation techniques often impact results (Chapter 6)  
1. some indices fail to generalize across systems or taxa (see Chapters 1 and ??)
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