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‘Be yourself,’ a beautiful woman called Ipek says to Ka, the protagonist of Orhan Pamuk’s newly translated novel, Snow (Kar, 2002), when he asks how to win her heart. Though kindly meant, it’s discouraging advice to give one of Pamuk’s characters, for whom being themselves is difficult. ‘No one can ever be himself in this land,’ says the shadowy figure who may or may not be responsible for the double murder that closes The Black Book (Kara Kitap, 1990; translated in 1994). ‘In the land of the defeated and oppressed, to be is to be someone else. I am someone else; therefore I am.’

The land he’s talking about is Turkey, where, many of Pamuk’s characters believe, an authentic cultural identity is particularly hard to come by. Sometimes the country’s mixed heritage is seen as cause for celebration: Enishte Effendi, the hero’s uncle in My Name Is Red (Benim Adim Kirmizi, 1998; translated in 2001), makes a long speech praising the cross-cultural borrowings of Ottoman miniaturists. ‘“To God belongs the East and the West,”’ he says, quoting the Koran. ‘May He protect us from the will of the pure and unadulterated.’ More often, however, Pamuk shows us people who fear that living, as he puts it, ‘in a Westernised fashion in a country that is essentially not Western’ has drained them of selfhood. Doubles and false identities proliferate in his books, and his characters frequently suffer from feelings of inauthenticity. They catch themselves acting like people in movies (‘I don’t know from what film I had pinched this gesture’). On occasion they feel ‘completely empty inside’. ‘It’s futile to search for ... the original of which we are all mere copies,’ someone says in The New Life (Yeni Hayat, 1994; translated in 1997). Few of the characters find this a comforting thought.

Unlike some of his characters, Pamuk doesn’t worry much about cultural purity. The New Life’s surly narrator says: ‘This newfangled plaything called the novel, which is the greatest invention of Western culture, is none of our culture’s business,’ but Pamuk takes the opposite view. His books cheerfully plunder a bewildering range of material: stories, ideas and images from Rumi, Attar and the Arabian Nights rub shoulders with borrowings from Dostoevsky, Rilke, Proust and Joyce. Like Borges, whom he also admires, he cultivates spooky parallels between Islamic mysticism and European Modernism. In a less rarefied vein, he writes well about loneliness, nostalgia, cities and weather, and his novels have interesting things to say about politics and culture in Turkey. They even offer the traditional satisfactions of character and plot – although the novels don’t always manage to do all of these things at once.

His first two books, Cevdet Bey ve Ogullari (1982) and Sessiz Ev (1983), haven’t been translated into English. Cevdet Bey ve Ogullari (‘Cevdet Bey and His Sons’) is said to be a naturalistic saga about three generations of a Turkish family: Cevdet Bey, who is based on Pamuk’s grandfather, builds the family fortune between the collapse of the Ottoman Empire and the foundation of the Turkish republic. Sessiz Ev, which has been translated into French as La Maison du silence, is said to be more technically ambitious. Set around 1980, at the time of Turkey’s military coup and the vigorous crackdown on leftists and Islamists that followed, it’s narrated in Faulknerian style by five different characters, the descendants of an Atatürk-like patriarch whose high hopes for Westernisation have congealed, in his grandchildren’s generation, into post-Kemalist malaise. One of these characters, a dissolute archivist called Faruk Darvinoglu, returns as the ‘editor’ of Pamuk’s third novel, The White Castle (Beyaz Kale, 1985), his first to be translated into English – in 1990, very readably, by Victoria Holbrook.

The White Castle takes the form of a manuscript that Faruk has uncovered and rewritten in contemporary Turkish. After a short introduction, in which Faruk announces that he’s given up claiming the story has any ‘relevance to ... East-West relations’, the novel cuts to his rendering of the 17th-century confession of an Italian scholar enslaved by Ottoman Turks. Captured at sea while travelling to Naples, the anonymous narrator ends up as the property of Hoja, an Istanbul scholar who’s curious about ‘Frankish’ ways. The two become collaborators – first on firework displays for the sultan, and then on containing an outbreak of plague that the Ottoman authorities are ill-equipped to cope with.

Increasingly, Hoja – who bears an uncanny resemblance to the narrator – becomes obsessed with the mysteries of European self-fashioning. Over the course of several years, he and the narrator study one another, gazing into mirrors and writing answers to the question ‘Why am I what I am?’ Hoja decides that the Franks’ successes derive from their greater capacity for self-scrutiny, and takes to interrogating his captive about his sins. When the sultan’s armies cross the Danube, Hoja and the narrator accompany them. Hoja arranges bizarre interrogations of the Christian villagers, who, he feels, are withholding the ‘deeper truth’ he’s looking for. In order ‘to prove what kind of men “they”, and furthermore “we”, were’, the villagers are lined up and ordered to confess their misdemeanours. The results disappoint him.

Hoja has also used his knowledge of the Frankish sciences to build a primitive tank. When this lumbering vehicle founders in the mud beneath the walls of the castle they’re unsuccessfully besieging, the soldiers accuse Hoja’s infidel slave of conspiring to bring about their defeat. Hoja takes pity on the narrator and the two men swap identities: Hoja escapes to Italy, where he writes books about his adventures among the Turks; the narrator returns to a well-funded retirement in an Ottoman villa. He misses his former master bitterly and, late in life, confesses the truth to Evliya Chelebi, a famous (real-life) traveller. Chelebi is sceptical about his story and questions the propriety of his telling it: ‘To search within, to think so long and hard about our own selves, would only make us unhappy. This is what had happened to the characters in my story: for this reason heroes could never tolerate being themselves, for this reason they always wanted to be someone else.’

Turkish readers have pointed out that Pamuk’s first two books recapitulate the shift from realism to Modernism. The White Castle equally self-consciously takes the next literary-historical step, and at times reads like an Ottoman version of, say, Calvino’s Our Ancestors. Occasionally the story flags: the characters don’t get out much, and such capitalised concepts as the Gaze and the Other often threaten to lurch onstage. But it’s done with enough brio not to degenerate into an academic exercise, and the question-mark over the narrator’s real identity is skilfully managed. So, too, is the oddly touching relationship that develops between captive and captor, whose curiosity about one another is obliquely compared to Proust’s narrator’s obsession with Albertine. Faruk, the notional editor, opens the book with an epigraph from Proust (in ‘the mistranslation of Y.K. Karaosmanoglu’): ‘To imagine that a person who intrigues us has access to a way of life unknown and all the more attractive for its mystery ... what else is this but the birth of a great passion?’

Pamuk’s next two novels, The Black Book and The New Life, are more strenuously avant-garde; they also won him enormous fame in Turkey, where The New Life notched up unprecedented sales. Both are metaphysical detective stories revolving around the narrators’ attempts to decipher mysterious texts and track down equally mysterious women. In The Black Book, Galip, an Istanbul lawyer, searches for his wife, who seems to have absconded with her brother, Jelal, an enigmatic columnist; the action takes place during the build-up to the 1980 coup. Jelal’s columns, which resemble prose poems or parables, alternate with chapters following Galip as he travels around the city impersonating Jelal. The New Life is narrated by Osman, a student who starts travelling around Turkey by bus in search of a girl who has given him a mysterious, life-changing book. He adopts a false identity and succeeds in catching up with her, but loses her again after becoming embroiled in a strange conspiracy.

Both books are atmospheric, allusive and densely packed with ideas. The Black Book includes an Ottoman version of Dostoevsky’s Grand Inquisitor, a fantasia on ‘The Day the Bosphorus Dries Up’, an allegorical excursion into ‘the morbid history of Turkish mannequin making’ and an occult sect based on Hurufism – a Sufi tradition resembling cabbalism. Both books are full of satirical images designed to irritate both ardent Kemalists and devotees of political Islam. In The New Life, Osman visits an exhibition of amazing Turkish inventions, where he sees a cuckoo clock ‘that provides the answer to the problem of the call to prayer’:

This clock automatically settled the Westernisation-versus-Islamisation question through a modern device: instead of the usual cuckoo bird, two other figures had been employed, a tiny imam who appeared on the lower balcony at the proper time for prayer to announce three times that ‘God is great!’ and a minute toy gentleman wearing a tie but no moustache who showed up in the upper balcony on the hour, asserting that ‘Happiness is being a Turk, a Turk, a Turk.’

At the same time, however, both novels are uncompromisingly difficult to read. This is only partly Pamuk’s fault. It’s true that the characters are cut-outs, and that it’s not easy to keep track of all the wilderness-of-mirrors effects: when it turns out that many of Jelal’s back numbers, as studied by Galip, are esoteric commentaries on Jalal al-Din Rumi’s Mathnawi – a 13th-century work which Robert Irwin has described as ‘a great sprawling series of stories within stories’ in which ‘the inner stories ... indicate the mystical meanings of the outer stories’ – the reader’s head starts to throb. It’s also true that Borges-style novels are usually more enticing in Borges-style summary than they are in reality. But none of this would be so much of a problem – for Anglophone readers, at least – if it weren’t for the tortured writing of Güneli Gün, who translated both novels. Gün has a wayward sense of register and her English sentences are often hard to decode. Her translations read very awkwardly in a way that all the other translations of Pamuk do not.

Pamuk was luckier with Erdag Göknar, who translated My Name Is Red, the novel that found the large international readership he deserves. The English text is elegant and clear, and this is easily Pamuk’s most accessible book, as well as his most straightforwardly entertaining. An art-historical murder mystery that takes place in 1591 among the illustrators employed by the Ottoman Sultan Murat III, it’s narrated in soliloquies by the major and minor characters, with many sudden, suspenseful shifts of point of view. The Black Book’s worries about distinguishing between ‘pure images’ and ‘the second-hand’ become much less inscrutable when transferred to a team of painters, and the frequent bouts of elaborate storytelling also seem more plausible when they’re being held in the late 16th century. Most of all, the mysterious paradoxes about identity and Westernisation work well in an intellectual thriller. The murderer, when he’s finally unmasked, turns out to be not a fanatical chauvinist (as you’re led to expect by the occasional echoes of The Name of the Rose) but a painter who has killed to protect his experiment in the Frankish art of portraiture – an experiment whose failure seems to unhinge him. Meanwhile, a vigilante mob of proto-fundamentalists lays waste the artistic redoubts of Istanbul.

Despite this gloomy ending – which may gesture towards the violence employed by Turkish Westernisers as well as their opponents since Atatürk’s day – it’s clear that Pamuk is firmly on the side of such non-violent admirers of Frankish arts as Enishte Effendi and the novel’s hero, Black. Göknar’s translation of My Name Is Red was published in 2001; after 11 September, Pamuk was in demand as a commentator. In November, he published an article in the New York Review of Books describing the likely results of an ill-judged response to the terrorist attacks. Giving vent to ‘self-righteous Western nationalism’, he said, would ‘drive the rest of the world into defiantly contending that two plus two equals five, like Dostoevsky’s Underground Man’. He also tried to explain the ‘overwhelming feeling of humiliation that is experienced by most of the world’s population’:

Today an ordinary citizen of a poor, undemocratic Muslim country, or a civil servant in a third-world country or in a former socialist republic ... is aware of how insubstantial is his share of the world’s wealth; he knows that he lives under conditions that are much harsher and more devastating than those of a ‘Westerner’ and that he is condemned to a much shorter life. At the same time, however, he senses in a corner of his mind that his poverty is to some considerable degree the fault of his own folly and inadequacy ... This is the grim, troubled private sphere that neither magical realistic novels that endow poverty and foolishness with charm nor the exoticism of popular travel literature manages to fathom. And it is while living in this private sphere that most people in the world today are afflicted by spiritual misery.

His new novel, Snow, is in part a ‘Dostoevskian political novel’ addressing the tangled problems of this ‘private sphere’. But it also retreats from the rather lofty attitude implied by Pamuk’s talk of ‘folly and inadequacy’. In his fiction, Pamuk has always been at pains to distance himself from the Turkish tradition of the ‘village novel’, in which – in Güneli Gün’s dismissive summary – ‘the author, more often than not a member of the middle-class intelligentsia, depicts the trials and tribulations of godforsaken peasants in an effort to “educate” the reading public (also composed of the middle class)’. Many of the characters in Snow come in for fairly withering scrutiny, but – as Maureen Freely, the novel’s translator, put it in her review of the Turkish edition – those who come out worst are the ‘bourgeois intellectuals who are just passing through’. These include the book’s narrator, a novelist called ‘Orhan’ who, during his infrequent appearances onstage, repeatedly expresses his puzzlement when people don’t pay sufficient attention to his literary fame. He also drinks quite a lot.

The protagonist, Ka (a pseudonym – his real name is Kerim Alakusoglu), has more conventional problems with his identity than most of Pamuk’s leading men. He is a poet and a deracinated bourgeois intellectual; he has only once visited a mosque, during his childhood – when his parents’ maid took him. He has read a lot of European literature, knows nothing of serious poverty and was peripherally involved with the student left during the late 1970s. This led to 12 years of political exile in Frankfurt after the 1980 coup, and has left him disillusioned with politics. The novel begins in the early 1990s. Ka has returned to Turkey to attend his mother’s funeral. A friend who writes for the Republican has sent him to Kars, a run-down city near the Armenian border, to report on the local elections and the recent ‘suicide epidemic’ among the city’s young women. The narrator – who doesn’t reveal his identity until much later – says that he’s an old friend of Ka’s and hints that ‘our traveller’ is going to have a bad time.

Ka checks in at the Snow Palace Hotel and introduces himself to the local police chief. Kars is not a tranquil place. The Islamists are poised to win the municipal elections, Kurdish guerrillas are operating in the area, and the secret police apparently employ most of the local population as informers. Ka trudges through the snow and begins to interview the families of the ‘suicide girls’, some of whom, it seems, were associated with the ‘headscarf girls’ – a loose band of young Islamists who have come into conflict with the authorities over the government’s ban on headscarves being worn in secular institutions. Ka finds the ‘headscarf girls’ difficult to spot, since he has ‘not yet acquired the secular intellectual’s knack for detecting a political motive every time he saw a covered woman in the street’. But, even when he sees the town’s education director being murdered for enforcing the headscarf ban, Ka doesn’t seem especially worried that he might be getting out of his depth: he’s not all that interested in his journalistic mission, and his real purpose in Kars is to woo Ipek, the hotel owner’s daughter – an old acquaintance from his left-wing student days.

Snow continues to fall until Kars is entirely cut off from the outside world. Ka walks the frozen streets. Contact with Ipek, who seems to reciprocate his interest (‘I, too, want to make love, but ...’), lifts his spirits: for the first time in years he begins to write new poems. Enduring frequent power cuts and drinking endless cups of tea, he meets the town’s notable characters. First comes Muhtar, Ipek’s ex-husband, another old acquaintance; a former leftist, he’s now running in the local election as a moderate Islamist. Muhtar, a failed poet, speaks about the cultural shortcomings of the sheikh who converted him: ‘He knew nothing of Modernist poetry, René Char, the broken sentence.’ His disappointment in his sheikh led him to join the less fiery Prosperity Party, for which ‘my Marxist years prepared me well.’ Ka also runs into Necip and Fazil, a pair of students from the religious high school, both of whom are in love with Ipek’s sister Kadife, the leader of the ‘headscarf girls’. (Necip also wants to be the ‘world’s first Islamist science-fiction writer’.) Then, in utmost secrecy, Ka is summoned to a meeting with Blue – ‘a political Islamist of some notoriety’. Blue is on the run, accused of arranging the murder of an ‘exhibitionist’ quiz show host who ‘uttered an inappropriate remark about the Prophet’ on live TV. He is also darkly handsome and, despite his anti-Western views, contentedly addicted to Marlboro Reds.

There’s something theatrical about these discontented people. Blue, in particular, revels in his own mystique. When he first went on TV, ‘he was such a hit as the “wild-eyed, scimitar-wielding Islamist” that he was invited to repeat his performance on other channels.’ Leading Ka to Blue’s hideout, Necip strikes ‘a pose straight out of a comic-book’; Kadife, ‘a pose from a second-rate Turkish film’. But the forces of muscular secularism, headed up by Sunay Zaim, are even more histrionic, making Ka feel like an actor in a ‘dated play’. Sunay, an ageing hero of 1970s theatre, was once admired for his stirring portrayals of people who ‘would and could bring happiness to the people through the exercise of merciless violence’ – Lenin, Robespierre and so on. His fortunes declined after the 1980 coup, when he over-exuberantly suggested that he might be the man to play both Atatürk and the Prophet. He’s spent the last few years playing low-rent dives, perfecting his own brand of ‘Brechtian and Bakhtinian’ theatre. This involves enlivening antiquated republican plays with topical skits and belly-dancing interludes.

Taking advantage of the closed roads and the absence of the city’s senior military officers, Sunay and his troupe put on an evening of entertainment. Local bigwigs and boys from the religious high school attend. So does Ka, who reads a poem, but the main attraction is a Kemalist period-piece called My Fatherland or My Headscarf, which doesn’t impress the religious part of the crowd. Heroic republican troops storm the stage to rescue the bareheaded heroine from the play’s ‘bearded, prayer-bead-clutching’ villains. The schoolboys in the audience start to jeer, and the troops open fire on them with live rounds. Necip is killed, as are several others. Sunay takes control of the city, and a ‘special operations team’, led by the sinister Z Demirkol, starts rounding up Kurds and Islamists. Ka finds himself acting as an intermediary between the city’s political factions – chiefly, it seems, in order to persuade Ipek’s Communist father to go to a meeting, thereby giving Ka a chance to lure Ipek into bed. But Ka’s low aims and misplaced self-confidence soon lead him into trouble. There are aspects of Ipek’s romantic history he hasn’t yet found out about, and though he likes to imagine himself as ‘the sad romantic hero of a Turgenev novel’, one of the book’s epigraphs, more ominously, comes from Conrad’s Under Western Eyes.

Snow also has an epigraph from Dostoevsky’s notebooks: ‘Well, then, eliminate the people, curtail them, force them to be silent. Because the European Enlightenment is more important than people.’ And it’s not hard to see the attraction, for Pamuk, of the Russian novelists as models: if the paired protagonists of The White Castle make unlikely avatars of Proust’s narrator and Albertine, there’s no such problem when the characters in Snow start pursuing the local version of the Slavophile v. Westerniser debate. ‘Ka loved Turgenev and his elegant novels; and, just like the Russian writer, Ka had tired of his own country’s eternal troubles and had come to despise its backwardness, only to find himself gazing back with love and longing after he’d left for Europe.’ But, caught between the likes of Blue and Z Demirkol, his gentleness finds its limits. Blue, the terrorist, who ‘will never manage to do anything in life but generate more wrath’ – and who contends, in his own way, that two plus two equals five – is allowed to score points off him: ‘Perhaps from time to time you say a word or two reproaching the tyrannies visited on the Islamists and the Kurds, but in your heart of hearts you don’t mind at all when the military takes charge.’ In Ka’s case, at least, Blue turns out to be right, and by the end of the story the enlightened cosmopolitan has made a lethal bargain with the powers that be.

Pamuk does more than unwrap his protagonist’s bad faith, however. He is sardonic about the way the Islamists took over from the Turkish left as the party of the country’s many have-nots. He also has some uncomfortable fun at the expense of the education director’s pious assassin, who tells his victim that ‘the celebrated film star Elizabeth Taylor ... might have known some happiness’ if she’d taken the veil. (‘Why are you laughing, sir?’) Kars is haunted by its Armenian history, and Pamuk has Ipek discuss a local museum commemorating ‘the Armenian Massacre. Naturally, she said, some tourists came expecting to learn of a Turkish massacre of Armenians, so it was always a jolt for them to discover that in this museum the story was the other way around.’ The first half of the novel is enjoyably Gogol-like: conversations are interrupted by blackouts, like the mist that obscures the first section of ‘The Nose’; low-level secret policemen complain about their comically futile missions, and no one fails to comment on Ka’s luxurious overcoat. As for his original mission, investigating the causes of the high female suicide rate: it turns out that the Islamists and the secular government are united in not wanting the issue discussed.

After Sunay’s ‘coup de théâtre’, the city’s underground factions get together to thrash out a statement of protest for the Western papers. Ipek’s father causes some confusion by asking: ‘If a big German newspaper gave each of you personally two lines of space, what would you say to the West?’ Only Blue has any idea what he’d say, but eventually a Kurdish youth pipes up: ‘We’re not stupid! We’re just poor! And we have a right to insist on this distinction.’ No one is very impressed by this but, later, when Orhan-the-narrator hits town, he runs into Fazil, Necip’s friend, who’s now working as a hotel receptionist. ‘I can tell from your face,’ Fazil says,

‘that you want to tell the people who read your novels how poor we are, and how different we are from them ... If you write a book set in Kars and put me in it, I’d like to tell your readers not to believe anything you say about me, anything you say about any of us. No one could understand us from so far away.’

‘But no one believes everything they read in a novel,’ I said.

‘Oh, yes, they do believe it,’ he cried. ‘If only to see themselves as wise and superior and humanistic, they need to think of us as sweet and funny, and convince themselves that they sympathise with the way we are and even love us. But if you would put in what I’ve just said, at least your readers will keep a little room for doubt in their minds.’

Orhan promises to put what he’s heard in his novel.

*Letters · 23 September 2004*

In his piece on Orhan Pamuk, Christopher Tayler says that I have ‘a wayward sense of register’, that my ‘English sentences are often hard to decode’, and that my ‘translations read very awkwardly in a way that all the other translations of Pamuk do not’ (LRB, 5 August). In 1998, Professor Talat Halman said of my translation of The New Life: ‘Güneli Gün … has done an impressively successful translation, faithful and idiomatic. Some critics have characterised the translation as stilted at times, but this is hardly Gün’s fault. Pamuk … occasionally writes some awkward sentences. If anything, the translation has managed to expurgate many of the careless clauses.’ Pamuk, who keeps a sharp eye on his critics, has been modifying and simplifying his language in his last two books, My Name Is Red and, more recently, Snow. But vintage Pamuk can be hard to read. Other translators of his work have phoned me, thanking me for unpacking some of his more enigmatic sentences. Yet I was unwilling to disrupt his prose, because every linguistic puzzle he presented seemed worth solving.

Güneli Gün | Oberlin, Ohio

## A detailed tapestry of 16th century Turkey
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*My Name Is Red By Orhan Pamuk*

*Alfred A. Knopf; 417 Pages; $25.95*

Anyone who's visited Turkey has probably been drawn to the charm of Turkish miniature paintings. These delicate, stylized images of battles and bathhouses,

with their fine lines and flat colors, are exquisite examples of Eastern artistry. Looking at them is like peering into an exotic and radiant dollhouse.

In Orhan Pamuk's "My Name Is Red," a 16th century Turkish illuminated manuscript is at the center of a historical murder mystery. Pamuk, a best- selling author in Turkey, uses the history of his country's art to examine intersections between religion, creativity and human desire.

The result is a huge and ambitious novel that is by turns charming and pedantic. Like Umberto Eco's "The Name of the Rose," "My Name Is Red" combines down-and-dirty intrigue with scholarship and a postmodern sensibility. Written from multiple perspectives, it includes chapters narrated by recently murdered people, a dog, a tree and even the color red.

"I am nothing but a corpse now, a body at the bottom of a well," begins the compelling first chapter. The body belongs to Elegant Effendi, one of four master artists who has been commissioned, at the end of the 16th century, to illustrate a secret and controversial manuscript for Ottoman Sultan Murat III.

Unlike other Turkish illustrations, this one will incorporate the newest techniques from "Frankish," or Venetian painting, using perspective, shadows and -- most daring of all -- recognizable portraits of individuals.

To show how such artwork might threaten the social order, Pamuk sketches a lively Istanbul at the end of the 16th century. It is a time of plagues, fires and war, where religious repression coexists with decadent social and sexual behavior. Fundamentalism is gaining ground: A preacher called Nusret Hoja is making political capital by attributing Istanbul's corruption "to disregard for the strictures of the Glorious Koran, to the tolerance toward Christians, to the open sale of wine and to the playing of musical instruments in dervish houses."

According to Nusret's dogma, the individual expression in the new manuscript amounts to blasphemy against Allah. Its commission has thrown the community of illustrators into a panic, sowing division between the Islamists (who include the murdered Elegant) and the free-thinkers.

All of this allows Pamuk to explore the aesthetics of representation in great and sometimes exhausting detail. We learn about the significance of gilded borders, prescribed ways for drawing eyes and nostrils and the tension between innovation and imitation. "If the picture is to be perfect," says one illustrator, "it ought to have been drawn at least a thousand times before I attempt it." Others in the novel refuse to embrace such dictates. Enishte ("Uncle"), who is coordinating the secret manuscript, thinks that Western portraiture is the way of the future, though he acknowledges the danger of an art that glorifies individual humans.

Enishte charges his nephew Black with uncovering the identity of Elegant's murderer, knowing that Black will be motivated by his love for Enishte's daughter Shekure, a beautiful mother of two whose husband is missing in action in the Persian wars.

When Enishte is murdered, the stakes are raised, and the narrative becomes taut. The second murder scene is a wonderful set piece in which the color crimson dominates, as it overflows from the murder implement (a bottle of red ink) and in the blood that gushes from the victim's head.

In Shekure and Black, Pamuk has created compelling characters whose voices jump off the page. He also introduces another colorful narrator in the person of Esther, a Jewish fabric peddler who acts as an intermediary between the two lovers.

Unfortunately, the chapters related by these three only make up around a third of the book. Others, narrated by inanimate objects such as the drawn figures of horses and dogs, often lapse into dry art history seminars.

Perhaps Pamuk's greatest misstep, though, is that he fails to adequately characterize the three main murder suspects. These are Elegant's fellow illustrators, and although they are distinguished by the colorful nicknames of Stork, Butterfly and Olive, it's hard -- up to the final chapters -- to tell them apart. Instead of giving us scenes from their lives, the three men offer convoluted riddles about illustration. In his urge to make all of them viable suspects, Pamuk blurs the lines among them, thereby lessening the reader's involvement in the resolution of the murder case.

This is a shame, because at its best, "My Name Is Red" contains chapters of stunning artistry and drama, and it offers a fascinating view of life in a historic Istanbulite artist community. Like Calvino, Borges, Kafka and Eco (to all of whom he's been previously compared) Pamuk is a writer who is able to combine avant-garde literary techniques with stories that capture the popular imagination.

Here, the ingredients are potent, but the balance is off. Like an overenthusiastic master illustrator, Pamuk paints a vivid picture, but loads it with so many details and symbols that the eye has nowhere calm to rest.
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This is a run down on the basic multi-tenant SaaS data model underlying Checkly. Users, accounts, plans, that type of stuff. When building this, I found it surprisingly hard to find any solid info in the gazillions of developer and startup blogs; most were just to vague on the implementation details.

**PostgreSQL, Mongo or DynamoDB?**

Short version: Postgres. It's an absolutely fantastic piece of engineering.

Run it on Heroku, it just works™ and it makes me feel like some grizzled, elite Spetsnatz commando has my back.

Long version: In an alternative universe, I'd have implemented Checkly completely on AWS DynamoDB. The peace of mind a fully managed — web scale... — database brings you is just awesome when you want to focus on customers instead of database management.

So I actually tried getting a SaaS model into DynamoDB. That exercise was so utterly unsuccessful it actually makes me laugh now. The limitations on the primary key and range keys alone make it just a very bad fit for this use case. AWS has a write up on how something like this could actually be achieved. I have never seen a better example of "shoehorning".

MongoDB then?

This could actually have worked. Still no actual relations, but Mongo has ways of making this work. Sadly, my brain just can not get used to the MongoDB query language: I found the defacto Node.js driver Mongoose a convoluted mess, especially the documentation. Also, I knew I was going to do a ton of aggregation on metrics (averages, percentiles etc.) and Mongo’s aggregation features were/are very minimal.

DynamoDB and also MongoDB are completely valid products. Just don’t use it for anything relational(ish). Mind blown.

Also, Postgres is pretty nimble, even with terabytes of data and high read/write traffic.

So Postgres it was. Onwards!

**Single, multi-tenant database**

Short interlude before we dive into the actual data model. How do we handle the partitioning of customers at the very highest implementation level now that we have chosen Postgres?

There are a couple of options out there:

**One tenant, one database**: Each tenant its own database instance. 100% separation. If you expect either very high security requirements from customers or expect the need to scale out parts of your platform for specific customers, think Salesforce like size.

**One database, schema per customer**: A single database, with a separate schema for each customer. Duplicating tables for each schema. This can make migrating especially heavy users to higher spec machines easy. It also is even more secure as you leverage the built-in security model of your DBMS.

**One database, one schema**: Just one schema that holds all the tables and an “account ID” for each tenant. This is the model we chose for Checkly, as all of the above concerns are/were not applicable to Checkly. The expected usage patterns and storage needs are also not that massive

**Accounts & users**

Checkly and many other typical B2B focused SaaS are structured as follows:

1. Users belong to an account, also sometimes called an organization.
2. An account can have multiple users and users can switch between multiple accounts. This is specifically interesting if offering a product aimed at agencies or larger organizations where one customer can actually "own" multiple accounts.
3. Accounts have settings, preferences and resources associated with it. They apply to each user linked to that account.
4. ![https://images.prismic.io/checklyhq/NWIzN2I4N2UtNTIyMi00N2YyLWIwNDAtYjQ4ZGUwN2JmZDM4_image-12.png?auto=compress,format&rect=0,0,1866,1016&w=1866&h=1016](data:image/jpeg;base64,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)Users can set personal preferences per linked account.
5. Users can have specific access rights per account.

To achieve this, we use the following data schema:

Let's go over each table and point out what's interesting:

**1. Users**

The users table is quite straightforward. It holds the basic details we gather either from social login (Google & Github in our case) or from email signup. Notice there is no password field. We use Auth0 for that.

**2. Memberships**

The memberships table models the many-to-many relation between users and their accounts. The most important bits are:

* Access control: The access field is an enum that holds one of the possible user roles as a string constant, i.e: READ\_ONLY, READ\_WRITE, ADMIN or OWNER. The actual enforcement of these roles is done in the API but that's a story for another time.
* Per-account user preferences: The receive\_weekly\_summary field is an example of a specific setting the user might want to toggle per account.

**3. Accounts**

This is where the meat is. The primary key of the accounts table is referenced as a foreign key in many, many other tables. Invoices, dashboards, team invites, etc. all reference the accounts table.

Besides being the root for almost all resources in the whole application, the accounts table has three main functions:

**Subscription & billing cycles**: we need to keep track if payments are made in some way. In the example you can see the stripe\_customer\_id, stripe\_subscription\_id and the current\_period\_ends fields.

When a user signs up for a paid plan, we use Stripe webhooks to fill these fields. On each subsequent billing cycle our API receives another webhook call and we bump the current\_period\_ends date field.

Notice that if for any reason no money comes in, the date is never bumped. The rest of our code uses this field to check whether it should allow users to keep interacting with the product and whether it should do background jobs.

**Plan limits**: Each plan customers can subscribe to has volume limits associated with them. In our case these are things like amount of checks, amount of team mates, SMS messages sent per month. The upper limits for this are recorded in field like max\_api\_checks from the example.

These limits get set when subscribing and when changing to a higher/lower plan. More on that below.

**Plan feature toggles**: Plans can also have non-volume based differences. For example, people on our Developer plan do not have access to Setup & Teardown scripts. These are essentially feature toggles based on what plan you subscribe to.

To model this, we use the features field which is of the String Array type, a pretty nice feature in Postgres. It holds a set of string constants like SMS\_ALERTS, SETUP\_TEARDOWN and PROMETHEUS. Each constant is associated with a feature and we use them to enforce the limits in the API on the backend and show a nice hint to the user that a feature is only available after upgrading.

Funky tip 👉 We actually bump the current\_period\_ends date + some extra grace days. Would suck if the monitoring is down due to annoying but benign some card issue.

**On plans & subscriptions**

This might seem unintuitive, but there is a very weak relation between the plans table and the accounts table — you might have noticed the duplication of the max\_api\_checks and the features fields in each table.

Both these fields describe plan limits and we actively copy values from the plans table to the accounts table when an account is created. This makes tweaking specific customer requests a lot easier.

Want a custom plan that has slightly more API checks? We can do that. Just update the specific account row and adjust the monthly price in Stripe. Want to give access to a new feature to a small set of users? Just update the features array for just those account. Later roll it out to all customers. Who needs a complicated feature toggling framework?

So what actually is a subscription in this context? Good question, as it has no direct representation in this model. In the most literal sense, it is the invoice.payment\_succeeded Stripe webhook coming in and telling us customer ID X with subscription ID Y has just paid.

Everything else is decoupled: the actual price per month / per year, the billing interval, what features you get and what volume limits apply. This decoupling then allows you to experiment more with price and the exact composition of your plans. Actually, the whole Checkly application has no "knowledge" of the pricing except for some markup on the https://checklyhq.com/pricing page.

## WebAssembly:

A promising technology that is quietly being enshitified (kerkour.com) <<blocked; p’haps intentionally>>

53 points by romaintailhurat 1 day ago | 58 comments

|||coxley||| On a version of Chrome from two days ago, and still blocked from visiting the site. What an aggressive, false positive, worthless check.

|||worik||| OT but this...

> I strongly believe that async is the new billion dollar mistake of the 2020's: a design aberration that wasted so much developers time that it had cost billions of dollars to companies.

Yes. Nicely put

|||mbStavola||| Completely disagree.

Async as a paradigm has probably created billions of dollars in that it's allowed many many many developers to reasonably scale beyond what they could've otherwise.

|||anakaine||| Agree wholesale. I've got a complex data reader built on a single server that receives tens of thousands of requests a day, and most tend to happen in a few hour window. Async was super important to scale to user requests by allowing non-blocking calls to not get captured behind blocking ones.

|||tommiegannert||| I think GP is arguing that green threads e.g. in Go is a better way to structure the same thing.

|||worik||| No. I had a nasty experience with Typescript's async/await and I am annoyed

I find async/await very confusing. It as one thing pretending to be another

I prefer my paradigms simple and straight

Async await is deceptively simple but very wiggly. Not straight at all. Loads of magic fairy dust obscuring what's really happening

It is helpful until it isn't and then it's very unhelpful

|||prerok||| And I disagree with your disagreement :)

Just some background first: one of the billion dollar mistakes is the null pointer which is a special value to be assigned to any type. It was inherent in the first high (today considered low) level languages. Those languages (C most importantly, then Java and nowadays even Go) enabled many more programmers to create programs and they likely would not have been able to, had they been forced to write assembly. So, it's a billion dollar mistake within a trillion dollar revenue.

The async now solves a similar practical problem but in the space of prallelism (or concurrency, in some cases). A different approach might have given us the same result, but a different implementation that might be just as approachable.

Optionals and Results have given us a better way than to have nulls, and maybe golang style channels could have given us a better way to handle async?

|||amw-zero||| What does this even mean, how can you do any form of modern computation without async?

|||MrDarcy||| async / await as they exist in JavaScript, Python, and Rust aren’t the only way to execute tasks concurrently.

|||eureka-belief||| But they are a darn convenient mental model if you’re just trying to do some basic async. The alternatives are harder to wrap your head around. Unless I’m missing some other cool pattern.

|||amw-zero||| That’s what I’m asking - did the comment mean that the async/await pattern is bad, or that asynchronous programming in general is bad?

|||aixpert||| Wait they promised to not adopt the cancerous function coloring approach in wasm. Please tell me they didn't follow the dark path of JS

|||shanemhansen||| > You have been blocked! If you are not a malicious actor, please update your web browser to the latest version to access this website. If the problem persists, please contact support.

Unfortunate.

I think that these days the scammers have won. They can do a better job than I can at being authentic.

FWIW based on the comments I actually prefer a richer runtime that allows some of the language level features that have been hard to get support for. I think having mainstream support for effects would be sort of magical.

Actual isolated modules? Talk about living in the future.

Wasm is a lot like the jvm and flash, which makes some people hate it. But for me the problem with those platforms was the execution, not the idea.

I'm cautiously optimistic that wasm will finally give us a good high performance cross platform secure execution target for the web.

|||shishcat||| You have been blocked! If you are not a malicious actor, please update your web browser to the latest version to access this website. If the problem persists, please contact support.

|||Arnavion||| Components are basically COM / CORBA for WASM. Just like COM enabled multiple languages to exchange structs and function calls with each other, WASM components do the same.

The C ABI approach works fine but becomes complicated when you want to pass things that aren't fixed-length, because unlike the C ABI usage when linking different libraries into the same address space, the host and the module run in different address spaces. Eg if the host wants to pass a string to a module fn, it first needs to call a different "malloc" module fn to allocate some space in the module address space and return that address, then the host writes the string to that address, then calls the original fn it wanted to call with that address, then calls a third "free" function at the end to release that allocation. Does that work? Of course it does. But the component ABI abstracts over all that for you and lets you call the function with the host's string type, and the runtime on the host side and bindings on the module side handle all the thunking so that it appears on the module side as the module's string type.

TFA doesn't seem to have any arguments other than "It's too many new words for me to learn so it's unnecessary I decided." Eg:

>And don't get me started on WIT's kebab-case identifiers (function names, interface names...). Why??? How can a specification about cross-language interoperability can come with a convention that basically no programming language use?

The point of the kebab case is that it does \*not\* show up in the generated bindings. It's processed by the bindings generator into the appropriate casing for the language. Eg a function name `foo-bar` becomes `foo\_bar` in Rust, and a type named `foo-bar` becomes `FooBar`.

|||wrs||| I think the argument here is that you don’t need a full N:1:M mapping of data types to make this work. Transparency is a myth. If you try it (as in Sun RPC, DCE, CORBA, COM, etc.) you end up just writing wrappers anyway as you hit some edge case that the universal type system doesn’t support. E.g., look at the clunky IDL interfaces COM had to invent to get interop with JavaScript objects because IDL had baked-in assumptions about how records work.

Since the point is to enable component-level interop, not fine-grained function interop, you can instead define a simple interchange format (more JSONish than IDLish) and write the library interfaces accordingly. More of a microservice approach than a linker approach.

|||Arnavion||| Counter-point: I happen to be working at $dayjob on things related to Components (both on the host side and the module side), including using some "WIP" things like the "resource" feature (opaque handles with methods), and haven't hit any edge cases.

|||wrs||| Sure, it’s expected that you won’t hit problems if you’re using the paradigms that existed when the IDL was defined. On the other hand, trying to apply Sun RPC after everything became object-oriented…well, that’s when we blew it up and invented CORBA. So I’m just saying the cycle is likely to continue with this approach. In other words, come back in ten years and see how it aged.

The alternative is to use something so simple it can’t become outdated. Dumb down the interface rather than making the interop omniscient. (Kind of like the dumb network principle.)

|||wrs||| I just realized: The very fact that WASI isn’t using any of the previous N attempts at a supposedly universal IDL, but instead inventing yet another one, itself demonstrates the problem with this approach.

|||torginus||| It's entirely reasonable for WASM to use its own IDL. Afaik Chrome already uses an IDL to describe the interaction between native C++ classes and their Javascript bindings.

Integrating WASM modules with each other, WASM with JS, and WASM with native functionality seamlessly is a huge and unsolved challenge.

|||p\_l||| Or it just points towards NIH syndrome, combined with hype and anti-hype driven mentality of programmers, and general forgetting of previous technologies. Or even when the differences are close to 0, doing a new not exactly same implementation for ... whatever reason.

|||pjmlp||| Or COM's evolution, WinRT, where the .NET metadata also doesn't really map to JavaScript or C++, without some additional kludges with metadata as workaround.

|||p\_l||| Don't forget the extra fun that happens when you call free() from a different allocator than the one that allocated the memory object, though I suspect WASM's module approach might make it difficult to happen...

|||Arnavion||| Yes, that won't happen here, because the host is just calling some global malloc and free exported by the module. Well, obviously the implementations of those globals can be buggy in some way, but that's the module's bad.

|||pjmlp||| You have been blocked, apparently Android Chrome is a malicious browser.

|||loco5niner||| Disabling Ublock Origin for that site worked for me.

|||fathyb||| Just had it too, refreshing worked.

|||pjmlp||| Not on my case.

|||torginus||| Probably they are blocking access from 'suspicious places' e.g. anywhere that's not the US or Western Europe.

The irony of talking about enshittification...

|||pjmlp||| Germany...

|||smolder||| I wish people would stop using the term "enshittify" to mean other things than what Doctorow coined it to mean. This has nothing to do with "enshittification" and there were plenty of other words to pick from.

I see the article says "sabotaged", so perhaps that was fixed? Or the titles never matched?

|||syrusakbary||| It's refreshing to see that we are not alone in our thoughts on how the community is not being stewarded towards its own interests. I applaud the author on how clear he made the argument.

For those that aim to continue working on top of WASIp1, WASIX (https://wasix.org) might be a great way to get your programs with sockets and threads fully running on Wasm.

Note: I work at Wasmer (https://wasmer.io), a WebAssembly runtime.

|||aixpert||| The WIT types are a great proposal: we need wasm to be able to pass around strings and lists! Maybe should have been part of the MVP to make wasm a success.

This whole component model mess on the other hand though: Don't get me started with all these kebab case worlds

|||superchris||| The promise of being able to use any library from any language is really quite compelling, and that's what the WASM component model is about for me. It's pretty sad to say this amount of hate TBH

|||pjmlp||| Already fulfilled by other bytecode runtimes in the past since UNCOL (1958), eventually people settled on a couple of key languages instead.

Many of us (haters), are old timers seating on the saloon bench seeing yet another slew of gold diggers arrive full of enthusiasm into town.

This time is going to be different, and it will take over the world (TM).

|||jauntywundrkind||| > The promise of being able to use any library from any language is really quite compelling, and that's what the WASM component model is about for me.

I'm excited for having extremely lightweight sandboxed. WASI enables having a runtime with a bunch of loaded libraries. You can start a very small script & link in the already loaded modules on the fly, in a very secure fashion.

It's be like having an isolate-oer-requesf model. Super secure, but with fantastically low overhead. Ideally instead of having a huge app server, a front end router would be picking which specific actions to run.

The ability to spin up a cast number of very lightweight secure processes and have them communicating with each other is fascinating. App servers as we build them are ghastly complicated swiss army knives, and being able to have something like a "serverless"/lambda architecture where we can narrow the scope down & really think about what has to be in a given request handling's process could be a big operational boon, if we're willing to once more venture away from the comforting warmth of the monolith that folks love huddling up next to.

As usual though hope & possibility is speculative & nuanced & diverse, and disbelief & disgust is blanket & unifying. I have no clue how I'm still so shocked to see negativity upvoted, positivity out down upon, after it happening so many times but I keep being surprised how strongly negativity reigns. And how fiercely & widely it downvotes! There's just something about the disbelievers & skeptics that they have to smash the downvote, can't abide possibility or excitement; there's never any wait and see, never any maybe about it. Just doom & gloom on and on.

|||kmeisthax||| To be clear, this is (mainly) about the enshittification of WASI, not WASM. If you're writing code to run in a web browser you will never interact with WASI. It is unfortunate to see WASI fall victim to the software componentry / IDL meme, but I doubt we're going to see that be an issue in browser WASM.

The part that actually pertains to WASM - async/await - exists because everything in a browser lives in Someone Else's Single Threaded Event Loop. Writing code that lives in an event loop is pure pain, and async/await exists solely to fix this problem. The billion dollar mistake is not adding async/await to programming languages, it's single-threaded event loops. Anyone talking about C10K or non-blocking I/O in regards to async/await is probably missing the point, because aside from one stubbornly single-threaded programming language[0] you can launch threads to handle reading or writing data and sockets.

[0] JavaScript. It's always JavaScript.

If you were thinking Python, you're wrong. Even with the GIL, Python supports threads, and concurrent I/O is one of the few reasons why they're useful.

|||pjmlp||| You definitely will, because this is the approach that is also being taken by runtimes like Dart, Kotlin among others.

|||worik||| > Writing code that lives in an event loop is pure pain,

Do you think?

I find explicit event loops pleasurable.

Does that make me a freak?

|||coxley||| They're pleasurable when you're the only author. They become a minefield unless every contributor is diligent, which happens very often.

|||curioussavage||| Yup. Somebody is going to write something that hogs cpu without yielding to the loop or queues up an absurd number of tasks waiting to be executed which effectively has a similar effect. All of a sudden latencies are high. Depending on how tracing is done it can appear like certain io operations are the culprit if you just go off of traces.

P99 latency for every route on your web server will be fixed at the max time any individual unit takes to execute before yielding plus loop overhead and its own time. This can drastically increase it for many routes.

Meanwhile some genius insists that our app is “io bound” so the single threaded async runtime must be a perfect fit.

Apart from just being generally faster at least with go I know that when somebody screws up there should be n other threads still executing tasks.

|||TazeTSchnitzel||| But WebAssembly is one of the most promising opportunities in a long time to escape the C ABI problem. Why should we squander that? Do we want to be stuck writing C forever?

|||adastra22||| Why not just come up with a new calling convention and implement it for a handful of popular languages?

|||pjmlp||| Some of us already escaped that, with other bytecode formats, or stuff like COM, AIDL, XPC, D-BUS.

|||fathyb||| > If you are using WebAssembly in a web browser then you are good, WASI does not concern you.

In case you absolutely do not care for WASI but love WebAssembly for the web.

|||olsonjeffery||| I don't think there's any guarantee that browser vendors will continue to support WASI 0.1 indefinitely; Once multiple versions of the standard are in play, codebase supporting them simultaneously explode in size. None of this gets into the likelihood that, once WASI hits 1.0, the prior versions very well could be "retired".

And keep in mind that the perspective of the author is that things will only get worse from hereon, with regard to WASM.

|||fathyb||| I didn't know browser vendors supported WASI! I said that as some of us do not use WASI at all, just WebAssembly itself, so they can save some time by not reading this if they're not interested in WASI and/or its limitations.

|||Arnavion||| Browsers don't have any built-in support for WASI. It's up to the web page to define those as exports for WASI-expecting WASM modules to import.

|||olsonjeffery||| It's hard because, a lot of this stuff (async WASM, effect-driven WASM, GC in WASM, etc) is all driven by the desire to push these concerns out of wasm bytecodes, because it explodes the binary's size.

I have a pretty trivial webapp written in Yew and I stopped working on it once I saw that the wasm artifacts were weighing at 4MB (uncompressed) for relatively little functionality. THIS is what is driving the next round of "work" on WASM: to wring more functionality out of a system (WASI 0.1) designed as a drop-in replacement for emscripten output. As an aside on this point, the author is waaaay in front of their skies with basically all of their critiques around ByteCode Alliance; A lot of innuendo to basically serve a rhetorical point that isn't really true (WASI 0.1 is "good enough"). It has drawbacks! That's what the iterations on the protocol are exploring!

And this tech is cool and all, but right now a reasonably-vanilla typescript react app w/ a modern bundler (ie including stuff like router, redux, oidc, etc) is beating the breaks off of a similar app in Rust or C#/Blazor in terms of bin size. And there's no perf or API-surface argument that overcomes this. And it has chilling effect on developers when they reach for this tech.

|||10000truths||| Then maybe "this stuff" should not have been tacked onto the WASM standard in the first place? There's no free lunch. Sure, it sucks that your favorite garbage-collected interpreter/runtime bloats your module size. But the alternative option is to bloat every WASM engine by shoehorning your use case into the standard.

|||fathyb||| It really depends on what you're using. If you use Rust with `wasm32-unknown-unknown`, you'll likely get small binaries (<200 kB). If you use C++ and Emscripten with all features enabled, then yeah you'll have multiple megabytes with all the libcxx and musl stuff.

|||olsonjeffery||| My direct experience with wasm32-unknown-uknown contradicts your own. I am building a yew on nightly, moving between release or debug affects nothing.

|||fathyb||| > moving between release or debug affects nothing

I'd start with that, it's an obvious red flag. Switching between both should create huge differences. Also look into `wasm-opt` from the Binaryen project for post-link optimizations, `wasm-ld` from LLVM isn't that great at DCE.

|||olsonjeffery||| Thanks for the feedback.

I was wrong about debug vs release; It's the difference between 4.0MB & 893KB on a ~500 LOC rust codebase (per cloc).

I want to observe that your suggestions don't undermine or refute my point about problems that WASM adoption faces. This serves to underline that the developer experience needs work. Opinions may differ on how much. Also that "developer experience" runs on multiple axes of concern (bin size, perf, accessibility, utility of language, etc).

|||fathyb||| I agree, my personal take: if you don't want to get your hands dirty, WebAssembly is not ready for you yet. It'll take at least 5 more years before the tooling gets into a state where things should just work (especially DWARF support). I mean, we still cannot free memory! (actually there is a crazy way by recreating a new WebAssembly instance with a shrunk'd `ArrayBuffer`, but it requires you writing your own memory allocator)

My point is: if you're comfortable working with a slightly obscure microcontroller, then you won't have much problems. LLVM supports WebAssembly out of the box, so it mostly feels like programming for one of those.

Anecdotally: we run a large Rust app in under 1 MB of WebAssembly at Zscaler.

|||worik||| > 4.0MB & 893KB on a ~500 LOC rust codebase (per cloc).

My guess is 50,000 LOC would not be 100 times bigger err

Methinks you are counting overhead

More accurately... meguess

|||tyzoid||| > We're sorry but this website doesn't work properly without JavaScript enabled. Please enable it to continue.

|||jauntywundrkind||| > It means that the scope of WASI has shifted from falling language B from language A to solving something that nobody has asked for.

Uhh really? You just got done pointing out

> But, WASI 0.1 was severely limited about the type of data that it could exchange: basically integers and pointers to buffers.

We obviously couldn't stop there.

The author has all sorts of shit to throw about the interface definitions being way more complex than they want.

It turns out calling other languages isn't just about calling their stuff. You also need to be able to import and then latter link the things you want to use. Being able to say what it is you want brought in, what you want to link to, that's stuff the runtime needs to be able to do.

Look at c and c++. They've been around for decades and there's still nearly no mainstream package/library management. Because it looks like what Kerkour asked for, because everything is too simple in that world.

You need this stuff. You need to be able to create high level semantics to interoperate across. You need a rich enough ABI to let languages negotiate for & get the things they're going to call.

The qualms against async are even less well defined & even more unsupported, which is compensated for being ever more foaming at the mouth & wild gesticulating. Rather than acknowledge that yeah, some people like & use async in languages, there's utterly untargeted shade of the broadest degree:

> Most importantly, after all these years, nobody knows when to use [rust's async] or not! Should this library be async or not?

Io-less libraries that can put off being async are in fact excellent. But there still, in most systems, are things happening over time, and async happening in Python and Node and others radically upped the game of what was possible. And in the past decade have even evolved into something pretty nice & great & usable.

But Rust having some difficulty figuring out how to manage their ecosystem is, to Kerkour, apparently enough to damn the whole enterprise, "The new billion dollar mistake." Having been around for cgi-bin and mod-perl, I don't think I'm so massively massively confidently assured.

Things aren't always exactly as perfect as we might want. And that just really drives some people wildly mad, is inexcusable. 'We should never have tried, ruin to those trying to improve things, & drop it all & go back!,' seems to be the message. Actually the message here is even worse, more, 'these people are vultures trying to syphon money with the express intent to create waste & milk the anarchy,' which is some contagious shit to be spewing.

This seems so overblown. WIT's are not that complex. Theres reasons stuff is like this (permitting wasm engines form a registry to give people what they're asking to use, without needing internals that would have to DIY this all themselves). And maybe such a broad objective as a universal computing runtime might be possible with less. But honestly the risk of underbidding & failing to connect different systems well seems far worse than the risk of, I dunno, what the author seems to be apoplectic about, perhaps maybe enjoying using a package manager to help satisfy dependencies.

One thing the author is right about, that makes me extremely sad:

> I hardly see browser vendors implementing this

I can excuse this today, because it is unknown. But wow it's scary as hell seeing how uninvolved & interest the browsers look. The browsers seem full speed ahead building their own take on platform, doing their own file system APIs and what not. There's great efforts by many to bridge the two worlds, to create WASI runtimes for the browser, but some day I really hope the promised universal machine of WASI is something the web can enjoy and use. But I'm also not in a hurry; I think there's a lot of figuring how best to make this wasi 0.2 world nice & letting languages figure out their own tooling to come play. Patience & improving & iterating is good; trying is good. We improve & progress through time and effort.

## Premature Optimization (c2.com)

Premature optimization is the root of all evil -- DonaldKnuth

In DonaldKnuth's paper "StructuredProgrammingWithGoToStatements", he wrote: "Programmers waste enormous amounts of time thinking about, or worrying about, the speed of noncritical parts of their programs, and these attempts at efficiency actually have a strong negative impact when debugging and maintenance are considered. We should forget about small efficiencies, say about 97% of the time: **premature optimization is the root of all evil**. Yet we should not pass up our opportunities in that critical 3%."

However, PrematureOptimization can be defined (in less loaded terms) as optimizing before we know that we need to.

Optimizing up front is often regarded as breaking YouArentGonnaNeedIt (YAGNI). But by the time we decide that we need to optimize, we might be too close to UniformlySlowCode to OptimizeLater. We can use PrematureOptimization as a RiskMitigation strategy to push back the point of UniformlySlowCode, and lower our exposure to the risk of UniformlySlowCode preventing us from reaching our performance target with OptimizeLater.

For those who don't work to strict memory or CPU cycle limits, PrematureOptimization is an AntiPattern, since there is only cost and no benefit. For those who do, it is often confused with poor coding, or with misguided attempts at writing optimal code.

A common misconception is that optimized code is necessarily more complicated, and that therefore optimization always represents a trade-off. However, in practice, better factored code often runs faster and uses less memory as well. In this regard, optimization is closely related to refactoring, since in both cases we are paying into the code so that we may draw back out again later if we need to. We don't (yet) have PrematureRefactoring regarded as CategoryEvil.

Another common misconception is that any level of execution speed, or resource usage, can be achieved once the code is complete. There are both practical and physical limits given any target platform. PrematureOptimization is not a solution to this, but it can help us DesignForPerformance. When working in an environment where resources are less limited, this is unlikely to be a problem.

The opposite of LazyOptimization. -- DavidMitchell

*ThreadMode discussion:*

Optimization practices allow you to produce a better product. Customers like that. -- GeraldLindsly

Premature 'Operations Research' is almost impossible to do wrong. -- gl

It happens once in a while though... Consider Hiroshima and Nagasaki. -- UN

Holy Mackeral, there, Saphire! A new Wiki record! GodwinsLaw invoked on the third sentence! [Well, Nazis aren't mentioned specifically, but bringing US nukage into the discussion has the same effect, eh?]

Self-fulfill much? Your mention of GodwinsLaw was the first reference to Hitler or Nazis; Hiroshima and Nagasaki have nothing to do with them and no, it doesn't have "the same effect" other than, again, your attempt at self-fulfillment. Mention of Hiroshima and (especially) Nagasaki is legitimate and represents a whole class of "premature operations research" with disastrous consequences. P.S. If you would like to make a slightly less bad impression, learn to spell.

Sure, a little extreme, but isn't that a clear example of "PrematureSomethingOrOther" Apologies for jumping on CarHoare's headline there. Thought it would get some attention though. Thx. -- gl

I largely agree with ["premature optimization is the root of all evil"], but I have to wonder about some things... how would you feel about:

"Let's just make the app run as a simple single-threaded CGI executable. We'll get the whole thing finished and then it will be easy to refactor it into a J2EE server later on."

Some decisions have to be made early, or not at all. -- UnknownAuthor

Belated pessimization is the leaf of no good. -- LenLattanzi

I actually had a huge problem with premature optimization until I saw the quote above, and realized it was true. Computer games have always traditionally been heavily optimized by hand, and I used to optimize the most trivial pieces of code. I still shudder at string classes that copy the string data around.

It's a bad idea because of course refactoring and maintaining optimized code is very difficult. Pointer caching (e.g. using \*p++ in a for() loop instead of p[i]) makes the code less obvious, and changing the iteration becomes error-prone. Removing redundancy (e.g. if p == q + 50 is always true, eliminate q and replace with p - 50) suffers from similar problems, since redundancy in the first place exists to match the programmer's model.

One might say that code optimization is a form of refactoring in its own right, but which moves you away from what the language wants you to write and towards what the machine wants you to write. -- EddieEdwards

The pointer examples is especially interesting, because a compiler can perform them automatically over short regions of code! Furthermore, manual pointer management is much harder for compilers to understand.... If you have to optimize, try to avoid things that can be automated! -- UnknownAuthor

Also note that in C++ STL, using \*p and ++p is the recommended approach. Also, in a C/C++ for() loop you would rarely, if ever, have need for \*p++; you would place ++p in the for() loop "arguments" list [I don't know the correct name for the stuff that goes in the parentheses] and the \*p access would be in the body. -- WayneMack

Actually, this is not that unique to game programming. Anyone who has ever had to develop a product that meets the capabilities and performances shown in a RAD prototype has experienced this problem. You can do almost anything with demo software, but making it actually work is different. -- WayneMack

A former coworker of mine (who will remain nameless) once said, "Performance anxiety leads to premature optimization." How true. -- ApoorvaMuralidhara

The problem with premature optimization is that you never know in advance where the bottlenecks will be. Also, you make the design and the code very hard to modify later, when requirements change. Yes, requirements DO change. That's called maintenance and even for systems that are still in analysis, design and construction, that holds.

You can optimize a design in order to find the most fast way to solve a problem, only to find out later that your optimization doesn't allow the system to do what the customer wants it to do.

This can also be expressed as:

1. Make it work.
2. Make it right.
3. Make it fast.

This was expressed by one of the original XPers, AFAIK. (Yes; see MakeItWorkMakeItRightMakeItFast -- ed.) The only problem is that UML painters and code crunchers usually apply it in every little step, meaning there is premature optimization all over the project.

The following set of heuristics is a correction:

1. Make it work.
2. Make it right (the code is readable [uses IntentionRevealingNames] and every idea is expressed OnceAndOnlyOnce).
3. Make everything work.
4. Make everything right.
5. Use the system and find performance bottlenecks.
6. Use a profiler in those bottlenecks to determine what needs to be optimized. See ProfileBeforeOptimizing.
7. Make it fast. You maintained unit tests, right? Then you can refactor the code mercilessly in order to improve the performance.

-- GuillermoSchwarz

I'm not sure you can't know where your bottlenecks are going to be. Don't you guys do order estimates before you code? -- Anonymous

As in BigOh order? You could, but those are sensitive to data set size and other factors that you might not know ahead of time, or that could change over time during development. A team could expend much effort coding an nlogn solution in the belief that the customer's assertion that the data is enormous or the performance factor is critical, only to find out in acceptance tests that the customer's idea of 'enormous' is laughably small. If it does turn out to be a suboptimal algorithm, BigOh can tell you where you are and what your choices for better solutions might be. Better to get a correct solution as outlined above, and then when performance bottlenecks are found, use BigOh to determine if the bottleneck is genuinely caused by that order n^2 code or by the fact that the data is being read over NFS instead of off a local disk. -- StevenNewton

This was originally attributed to "CarHoare" above, but tracking down the origin of this quote I found that it was actually Knuth who said it first. Although Knuth did calls it "Hoare's dictum" 15 years later, Hoare himself disclaimed it. See http://shreevatsa.wordpress.com/2008/05/16/premature-optimization-is-the-root-of-all-evil/ I think we can assume, with fair certainty, that Knuth was the first to use the phrase, and that it passed into folkore subsequently, leading to the wrong people being credited. Does anyone have any further information? -- ShreevatsaR

Absolute statements are the root of all evil. If you optimize too much upfront, you may have wasted time on something that was unnecessary. If you don't optimize upfront, you may waste time later reorganizing a lot of code or the customer may suffer in silence (realizing it's often too late to complain once the produce is "finished".)

The same applies to design in general. If you design too much upfront, you may have wasted time abstracting cases that will never be used. If you don't design upfront, you may waste time later reorganizing...

The key is balance. There are no answers, only questions.

We all become what we do. Do junk and you will only be a good junk producer. Do marvels and you will become better and better at it.

*I have to add a caveat: junk makers are better at handling crises because they have so much experience with crisis due to the fact they create so many. They can better handle an "organic" environment. I once got stuck with a BigBallOfMud and was marked down on my evaluation as being "inflexible". Complaints about poor normalization, no modularization, lack of documentation, and 1965-BASIC-style variable naming ("A2") didn't change my grade. If I built more crap like that I'd be better at handling crap like that.* -top

It takes quite a while to learn how to do well. But it pays also.

If you have enough grey matter, that's a no-brainer: do it as well as possible. <-- oxymoron?

After a month in production, I recently finished un-breaking a process I rewrote from scratch for my company. Despite painstaking efforts to replicate the production environment elsewhere, we couldn't reproduce it in any environment but production. At wits' end, I finally got approval to run production data through the system on my development workstation. Lo and behold, the same symptoms manifested plain as day. I profiled the application and traced the CPU load to an XSL transformation.

As it turns out, early on in the design I had thought it would be a good idea to execute XSL transforms in parallel, because these were CPU bound and we had 4 cores in production. So I had thrown the transformation into a thread pool. Unfortunately, the specific configuration of data in production somehow caused the thread pool to run out of control, overloading the CPU and causing timeouts leading to data loss. I dialed the thread pool down to a single thread, and everything just worked.

I now have a post-it note on my monitor that says, in all caps, OptimizeLater!

## Optimize Later

YouArentGonnaNeedIt applied to Optimization. -- FalkBruegmann

In other words, you are unlikely to know up front whether an optimisation will be of any real benefit. Just write the code the simplest way. If, eventually after profiling you discover a bottleneck optimise that. [ProfileBeforeOptimizing]

Here's a two-page article by MartinFowler: **[next] Code And Then Optimize**

Code written in assembler or C is almost impossible to maintain. Code written in scripting languages is dog-slow. But you can combine the two, and you can profile the dog-slow scripts to find out where the bottlenecks are.

**Therefore**, Don't code for performance. Don't use a "fast" language. Code for maintainability and use a language that improves that maintainability. Then profile your code, find out where the bottlenecks are, and replace only those bits with performance-coded fast-language stuff. The result is that your code will effectively run just as fast as if you'd optimized all of it, but it'll be vastly more maintainable. [AlternateHardAndSoftLayers]

["*Code written in assembler or C is almost impossible to maintain."* I'm sorry, but this is unmitigated bullshit [EditHint: please rephrase with cooler head]. I've been dropped into countless lines of C, C++, and assembly for a couple dozen different processors over the last 35 years, and properly-coded software can be maintained regardless of the level of source being used. Let's please don't get carried away with the hyperbole, shall we? -- MartySchrader]

How much extra effort does it take to develop this "*properly coded software*"? Does it require SelfDiscipline and BestPractices to stray from a PathOfLeastResistance that would not be required in the scripting language? It is empirically proven that developing and maintaining code in traditional 'hard layer' languages can easily be an order of magnitude less productive than doing the same in a scripting language, especially for certain classes of tasks: configuration, animation, UI layout, character AI, and other domains where we need a lot of fuzzy, specialized code with empirical tweaking. Assuming time or budget constraints, an order of magnitude can indeed qualify as "almost impossible". So how much is hyperbole, and how much of ItDepends on context?

Make it work,

make it correct,

make it fast,

make it cheap.

-- (attributed to) AlanKay

And it is way harder than it might seem because:

Make it work (and you will have bugs),

make it correct ( or just GoodEnough ?),

make it fast (and for that, you will modify the code, and add bugs, and that will send you back to Make it work)

make it cheap. (which is very hard to achieve after all the iterations you required to reach this point)

What about making it "safe" (secure, NotEasyToCrack?)? does it go inside "correct"?

OptimizeLater is one of the ways to produce SelfDocumentingCode.

Don't optimize until you need to.

**Rationale**:

There are many reasons to leave optimizations until later. The prime candidate is that the necessity to optimize is a very powerful force when writing the code. If it is applied too early, it can impact the codebase so powerfully that the code becomes unreadable from early on. If code is unreadable, it is unmaintainable, and it is unlikely it will function.

Optimizations almost always require extensive documentation! They are rarely the simplest approach. (cf. YouArentGonnaNeedIt, DoTheSimplestThingThatCouldPossiblyWork, LazyProgrammer).

Also, without accurate information as to what need to be optimized, you are likely to throw resources in the wrong places. TheFireIsWhereItIsHot, not everywhere.

Fast code is easy to write, as long as it it doesn't have any other good qualities. The temptation in early optimization is to ignore other things that matter more.

**Arguments**:

"I like tight, efficient code."'

So do I, I just hate reading it. Moreover, it is difficult to understand, even by the original programmer, and thus highly errorprone.

"Optimized GoodTightCode is elegant!"

No, elegant code is elegant. Optimized code is usually ugly. Optimal algorithms are usually elegant for the sheer genius of them, but their implementations are horrendous.

*But code that is elegant and fast is better than code that is elegant and slow.*

**Exceptions**:

When it comes down to it, you might need to optimize in certain locations. If you had bothered to NarrowTheInterface, this would be easy because you'd only have to change a small locality.

Never write code with the intent to optimize it!

Never say never. The practicalities of the ComputerGamesIndustry mean that I am constantly writing code with the intent to optimize it (later). Many specific pieces of code in a game (e.g. lighting calculations) are executed thousands of times - and this is known in advance. OF COURSE I'm going to write code with the intent to optimize it (later). The statement above is terse enough that I may be misinterpreting it completely, of course! Can someone clarify? -- EddieEdwards

I'm with Eddie on this one. In fact, I'll take it a step further. I program DSPs for a living, and the processing unit I use most has 1K of instruction space and a similar dearth of data space. Note: This is a good reason to optimize (now). I'm constantly fighting a resource battle; at any given time, all of the resources are used and I need to cram in yet another feature. What this means is that I have to further optimize the existing code to make space and then jam in the code for the new feature. This means optimizing (now). If I don't optimize (now), I can't even test the code, much less release it -Timdog

See also DoTheThingThatMightWorkWell, in other words, don't necessarily fully optimize upfront, but certain upfront optimizations are very healthy. Isn't this page (and all related) a jump from one extreme to another? – CostinCozianu

I think the above can be summarized by saying "OptimizeLater" - unless you have worked in this ProblemSpace before, using these technologies, in which case you use HeuristicRules of particular optimizations that you know apply to the environment. – RobertMcAuliffe

Optimize Later is not an excuse for initial incompetence. Programmers should have a clear understanding of what affects application performance. It is a required skill. They should keep this in the backs of their minds while coding, but without it being a driving force. For example, you should know if you have a long list of items that need to be looked up by a key then you might need to use an indexed Set or Map of some sort, and not an array or a Vector. This is not an optimization, it is just doing it right in the first place.

It is an optimsation. If you have correctly factored your code then it doesn't matter what representation you use. Then you can do the simple thing first and optimise it only when you need to. What programmers need to keep in the back of their mind, and the front of their mind, is that this code may, almost certainly will, need to change, so it should be simple, clear, elegant, well-factored, and easy to change. Then it doesn't matter if the first choices are wrong, you can put it right later. Yes, programmers should have a clear understanding of what affects performance, but that just means even more that they should correctly modularise and factor their code. Ability to change when appropriate is what really matters.

This is true, and illustrates the point. If code is well factored, the cost difference between using one solution that is slow and one solution that is faster (but not necessarily optimal) can be minimal, if made up front. Often, it's just a question of selecting a suitable class, method or algorithm, rather than selecting an unsuitable one, in circumstances where the choice is clear and simple. But changing it later, even if the code is well written is always expensive. You have to find the problem, you have to change it, and you have to retest it. Furthermore, if a programmer makes the wrong choice once, they are very likely to make it again.

You have confused me - you seem to be arguing both sides at once. My point is that if you have properly factored code then changing you class, method or algorithm will not be expensive. Work done now is speculative. Optimisation done now may not have been necessary. Many people have optimised idle loops. Don't optimise until you have profiled and know that it's needed at this spot. If your code is well written it won't be more expensive to change it later.

Yes, I know the caveats and exceptions, yes I know this is not universally true, but you will save more time by using this guiding principle than it will cost you.

Where this issue might be important is, for example, in a code review. If a reviewer sees that a trivial change can be made that will clearly improve the performance of the system without affecting the clarity or functionality of the code, should they insist the change be made? If the change is made, the cost may be a few minutes of time. In addition, the developer whose code is being reviewed may learn something. In the future, the developer may now deliver more efficient code at zero cost. If the code is not changed, there is a chance that it may have to be fixed later, at a much higher cost. Furthermore, the developer may introduce further inefficiencies in the system, which cumulatively could have a major effect.

Over-optimization is bad, but that does not mean that considerations of efficiency have no value. They have value, but they are subservient to those of structure. Where the structure is the same, the more efficient solution is the right one.

**Examples**:

Text searching is a very well studied field. There are many good algorithms for doing fast text searches beyond the simple loop and test (aka scan) algorithm. However, in most cases, a simple loop and test (or even better, strcmp() or string::operator ==) are likely to get you where you want to go with the minimum of hassle. If you're writing a web search engine, well maybe you need a better search algorithm. But keep that contained in a nice module so it can be changed, upgraded and tested easily.

A long time ago, people suggested to me that instead of

y = x \* 320;

I should write

// y = x \* 320;

y = (x << 8) + (x << 6);

(or even worse, without the comment)

The theory is that bitshifting is faster than multiplication. However, I figure, if I'm going to multiply by 320, I should multiply by 320. Moreover, most modern compilers will actually optimize the multiplication to be the shifts anyway and are, in fact, faster at it than you are!

Not to mention the fact that you shouldn't be using hardcoded values like that anyway. NamedConstants are much better.

Actually, as it turns out, most modern (embedded systems) compilers won't change the multiplication to bit shifts for you. Yes, I recognize the irony in contradicting my own anecdote albeit years later. Perhaps there's a lesson in that. -- SunirShah

Also, that bit shifting could be slower on most systems. If a CPU can execute a multiplication instruction in one clock cycle then your bit shifting instruction may take 3 cycles (shift, shift, and add). And if you are developing this on a microcontroller with limited instruction space, your going to end up using more instructions to accomplish the same task. – BlakeMason

Most microcontrollers that are so silicon-starved as to not support a large instruction space will also lack multiply instructions. The most you can hope for is a multiply-step instruction. Shifting is still preferred there too. --Samuel A. Falvo II

Actually, on a Pentium, the multiply operation is a non-parallelizable 3-cycle integer multiply (and two loads, one maybe immediate, and maybe a store) while the shift-and-add operation is 3 possibly parallelizable 1-cycle integer add/shift operations (and three loads and maybe a store). The worst-case run time of the multiply operation is equal to the best-case run time of the add/shift operations, and both of them will either stall or occupy one of the two instruction pipelines. On machines with slow memory (i.e. most modern consumer machines), extra instruction decodes and memory accesses cost much more than even a floating-point multiply.

Most modern CPU's (even those made by Intel) are better than Pentiums - the integer multiply is as fast or much faster than equivalent shifts and adds, except for trivial cases which are equivalent to simple bit shifts (no addition), and of course multiplication by constant 1 and 0.

Microcontrollers without useful integer multiply instructions have no choice but to use the shift/add algorithm, call a function in a math library, or even use application-specific code.

I think this thread of discussion illustrates perfectly why you should start with the FirstRuleOfOptimization, and only then, maybe, move on to OptimizeLater: while effecting multiplication via bitshifting may be faster **on some platforms**, it is certainly not faster on all platforms. Writing your code at the highest semantic level appropriate for the application allows the compiler the greatest amount of leeway (usually) in optimizations, especially when it comes to cross-platform code that may run faster with multiplication or may run faster with bitshifts, and which may be optimized for speed or may be optimized for space. The general rule I follow when considering optimizing my code is that the people who write my compiler are Smarter Than I Am, and know my hardware Better Than I Do. While I’m here, I’ll note that while shifting may outperform multiplication on some systems, there comes a point (in terms of the number of high bits in your multiplicand, and thus necessary shifts and sums) on just about any system beyond which shifting and adding simply will not be faster.

"Optimizations always bust things, because all optimizations are, in the long haul, a form of cheating, and cheaters eventually get caught." (from LarryWall)

**Horror Stories from the Trench:**

Once, I met a programmer who attempted to optimize code while typing it in for the first time. He never got his code working. In the end, we had to chuck both the code and him and start again. -- SunirShah

I have just built an elegant and extremely slow GUI program. I'll let you know next week whether I optimize it into performing beautifully, or whether my colleagues chuck me and my code and start again. ;-)

Also the bit above about shifting vs multiplication reminds me of an classic war story from someone else's trench: many commonly used compilers were "optimizing" divisions into arithmetic shifts, e.g x div 2 -> x asr 1. This is of course incorrect because when you arithmetic shift right a 2's complement negative number, 1's are placed on the left hand side, so -1 asr n is still -1! This is described in the paper ArithmeticShiftingConsideredHarmful. – LukeGorrie

Actually, "still -1" is the right answer! The division gives -0.5, which rounds to -1 for an integer result.

Most definitions of integer division specify that the result is truncated, not rounded (or floor()ed): -1/2==1/2==0.

It depends on the programming language. Some languages, like C and Java, have division that rounds towards 0. Other languages, like Python and Ruby, have division that always rounds down. In those languages, division by 2 and right shift by 1 would be equivalent.

I was working with a Unix/Oracle business system that was running too slow. A highly paid "expert performance consultant" took exception to the code at the start and end of each function that said "if global\_debug\_flag is set, then call trace routine." Consultant demanded that we delete all the "if debug" statements, due to performance issues. (Not make them a conditional compile; DELETE them!) (Numbers: Maybe 200 flag tests a transaction, all being false. Each transaction also does about two dozen database calls.) I insisted he was full of it, and refused to do it.

Soon after that, we made the program stop inserting a record into a certain empty table at the start of each transaction, and deleting the record at the end of each transaction, leaving the table empty. That made the program run 3 times faster.

(In Oracle, the overhead to add the first extent to a table, or drop the last one, is rather high. ;-) – JeffGrigg

Early **dBASE-II** advertisements described how their product was unusually fast and efficient because it was "*written entirely in assembly language."*

However, as anyone who actually used it could tell you, it was dog slow:

* Could only be programmed through an inefficient interpreted language that was not even tokenized in any way. (No compiler, compiled language, or interfaces from/to compiled languages.)
* O(N) insertion into laughably simplistic index files. (So population of large tables / "sorting" was O(N^2).)

*(...not to mention being chock full of bugs! The 16-bit version, in converted assembly, was DOA -- practically unusable.)*

I actually used it, and it was lightning fast, compared to alternatives available to the average users at the time (early 1980's). You could run scripts and the scripts could be compiled and used via Clipper! You could be done in the time Windows takes to boot up! And if you take the time it takes Access to load you could be into the second thing for the day, instead of still waiting for the program to get ready!

PrematureOptimization often makes things slower anyway. This is because optimizations work against modularity; they use one's global knowledge of the program to cut across modularization and produce a solution that is faster overall, but less easy to understand, since the new solution combines details of how several parts operate, in order to produce a special-case algorithm that couples them together. But many systems are too slow not because the algorithm at their core is slow, but because there is insufficient modularization and poor structuring, and so unintentional duplication of work.

I'm surprised not to find on this page or elsewhere my golden rule for any optimisation, which is to define it such that it can be switched on or off with a simple flag. You then turn the flag on or off in the code, with start-up switches or even via a debug menu. – DavidWright

It seems this rule would lead to a combinatoric explosion of flags, plus you now must test and maintain both the original and optimised versions of each optimisation.

*I do see one way of making this work in a maintainable manner: define optimizations as 'code transforming' stages, annotate code (e.g. with identity functions) to 'suggest' points of profitable transformation, then use switches to enable/disable these passes. This would be similar to how the LLVM optimizer works. However, it is more difficult to develop generic optimizations that would work this way.*

One problem is that this very good advice often leads developers to make the step from OptimizeLater to skip optimization altogether resulting in slow applications and servers. Often as developers, things that we can do later often get skipped completely in a crunch. So by all means optimize later and definitely optimize what matters, but always measure so you don't introduce gates. Optimize what matters is really important, for example there is usually no gain from optimizing some loop conditions if the loop is performing database queries.

Jonathan Blow, the creator of Braid recently talked about becoming an independent game programmer, http://the-witness.net/news/2011/06/how-to-program-independent-games/ and made two exceptionally good points:

1. That we seldom know what is really slow in code (underlining the focus on profiling over optimization)
2. If you're optimizing holistically, you should also be optimizing for "programmer time spent": heavily and unnecessarily optimized solutions and their effect on code maintainability and extensibility make the overall process far less optimal.

## Yet Another Optimization Article

Martin Fowler *(2002, ieee mag)*

This is a troubling column to write. I hadn’t planned to write on optimization, because what I have to say has already been said numerous times. Yet, when I give talks, I find there’s still a surprising number of people who don’t know, or at least don’t follow, the advice I’m about to give. So, here goes. (Many of you have probably seen this ad vice before—my thought to you is to ponder why I need to say this again.)

First, performance matters. Al though relying on Moore’s law to get us out of slow programs has its merits, I find it increasingly annoying when I get a new version of a program and must upgrade my hardware for it to work acceptably. The question is, “How do we achieve a fast program?”

For many programmers, performance is something you pay continuous attention to as you program. Every time you write a fragment of code, you consider the performance implications and code the program to maximize performance. This is an obvious technique—pity it works so badly.

Performance is not something you can work on in this way. It involves specific discipline. Some performance work comes from architectural decisions, some from a more tactical optimization activity. But what both share is the fact that it is difficult to make decisions about performance from just looking at the design. Rather, you have to actually run the code and measure performance.

**Steps for optimization**

Optimizing an existing program follows a specific set of steps. First, you need a pro filer—a program that can analyze how much time your program spends in its various parts. Software performance has an 80/20 rule: 80 percent of the program’s time is spent on about 20 percent of the code. Trying to optimize performance in the 80 percent of code is futile, so the first order of business is to find that 20 percent of code. Trying to deduce where the program will spend its time is also futile. I know plenty of experienced programmers who always get this wrong. You have to use a profiler.

To give the profiler something to chew on, perform some kind of automated run that reasonably simulates the program under its usual conditions. An automated test suite is a good starting point, but make sure you simulate the actual conditions. My colleague Dave Rice has a rule: “Never optimize a multiuser system with single-user tests.” Experience has taught us that a multiuser database system has very different bottlenecks than a single user system—often focused around transaction interactions. The wrong set of tests can easily lead you to the wrong 20 percent of code.

Once you’ve found your bottlenecks, you have two choices: speed up the slow things or do the slow things less often. In either case, you must change the software. This is where having a well-designed piece of software really helps. It’s much easier to optimize cohesive, loosely coupled modules. Breaking down a system into many small pieces lets you narrow down the bottlenecks. Having a good automated test suite makes it easier to spot bugs that might slip in during optimization.

It’s worth knowing about various optimization tricks, many of which are particular to specific languages and environments. The most important thing to remember is that the tricks are not guaranteed to work—as the saying goes, “Measure twice, cut once.” Unlike a tailor, however, you measure before and after you’ve applied the optimization. Only then do you know if it’s had any effect. It’s revealing how often an optimization has little—or even a negative—effect. If you make an optimization and don’t measure to confirm the performance increase, all you know for certain is that you’ve made your code harder to read.

This double measurement is all the more important these days. With optimizing compilers and smart virtual machines, many of the standard optimizing techniques are not just ineffective but also counterintuitive. Craig Larman really brought this home when he told me about some comments he received after a talk at JavaOne about optimization in Java. One builder of an optimizing virtual machine said, in effect, “The comments about thread pools were good, but you shouldn’t use object pools because they will slow down our VM.” Then another VM builder said, “The comments about object pools were good, but you shouldn’t use thread pools because they slow down our VM.” Not only does this reinforce the need to measure with every optimization change, it also suggests that you should log every change made for optimization (a comment tag in the source code is a good option) and retest your optimizations after upgrading your compiler or VM. The optimization you did six months ago could be your bottleneck today.

All of this reinforces the key rule that first you need to make you program clear, well factored, and nicely modular. Only when you’ve done that should you optimize.

**Some exceptions**

Although most performance issues are best dealt with in these kinds of optimizations, at times other forms of thinking are important—for example, during early architectural stages, when you’re making decisions that will be costly to reverse later. Again, the only way to really understand these performance issues is to use measurements. In this case, you build exploratory prototypes to perform crude simulations of the environments with which you’re going to work and to get a sense of the relative speeds. It’s tricky, of course, to get a good idea of what the actual environment might be, but then it’s likely that everything you’re working with will be upgraded before you go live anyway. Experiments are still much better than wild guesses.

There are also some cases where there are broad rules about slow things. An example I always come

across is the slowness of remote procedure calls. Because remote calls are orders of magnitude slower than in-process calls, it’s important to minimize them, which greatly affects overall design. However, this doesn’t trump measuring. I once came across a situation where people optimize remote methods only to find their bottlenecks were elsewhere. However, minimizing remote calls has proven to be a solid rule of thumb.

f you make an optimization and don’t measure to confirm the performance increase, all you know for certain is that you’ve made your code harder to read.

Some have taken this further, coming up with performance models that you can use to assess different architectural designs. Although this can be handy, it’s difficult to take it too far. It all depends on how good the performance model is, and people usually cannot predict the key factors, even at a broad level. Again, the only real arbiter is measurement.

In the end, however, performance is not an absolute. Getting a program to run faster costs money, and it’s a

business decision whether to invest in a quicker program. One value of an explicit optimization phase is that the cost of getting fast performance is more explicit, so businesses can trade it against time to market or more features. Much of the reason why I curse at slow software is because it makes good business sense for the builder.

As I’ve said, much of this advice—in particular, the advice to write a good clean program first and optimize it later—is well worn. (For a longer description of this approach, read Chapters 28 and 29 of Steve McConnell’s Code Complete, Microsoft Press, 1993.) Good quotes about the perils of premature optimization have been around for over 20 years. The pity is that some people still object when I call the same query method twice in a routine. For everyone who finds nothing new in this column, there exists another challenge—how to make it so there is no need to rewrite it in 10 years.

## C2: Rules Of Optimization

The "rules" of optimising are a rhetorical device intended to dissuade novice programmers from cluttering up their programs with vain attempts at writing optimal code. They are:

* FirstRuleOfOptimization - Don't.
* SecondRuleOfOptimization - Don't... yet.
* ProfileBeforeOptimizing

It is uncertain at present, whether cute devices such as this have, or ever will, change any attitudes.

*It changed mine.*

*Mine, too.*

Source: MichaelJackson used to say (when asked about optimization):

1. Don't.
2. Don't Yet (for experts only).

This is republished in JonBentley's ProgrammingPearls.

And lets not forget these famous quotes:

*"The best is the enemy of the good." -- MrVoltaire*

"More computing sins are committed in the name of efficiency (without necessarily achieving it) than for any other single reason - including blind stupidity."

-- W.A. Wulf

"We should forget about small efficiencies, say about 97% of the time: PrematureOptimization is the root of all evil." -- DonKnuth (who attributed the observation to CarHoare)

## C2: Premature Anything

If it's *premature*, then it's too early for whatever it is you have in mind (or other body part). So, don't do it (if you're able to not).

Instead of optimizing your code before it's written, try taking a cold shower. Instead of generalizing on a concept before observing even a single instance of it, try getting some sleep.

Sometimes words get left out of phrases in the interest of brevity. Well, brevity's never been my problem, so I like to bring 'em back. Sometimes when we say premature X we mean premature attempt to X, which is a bit different. PrematureOptimization can't exist, unless we want things to be bad. Premature attempts to optimize fail and leave a wake of damage. PrematureGeneralization and PrematureStandardization may or may not imply their literal interpretations. You may succeed in generalizing and be sorry for it. In that case, both the attempt and the success were premature.

But usually we mean "you will fail if you try to do this now", not "you will succeed and be sorry you did if you try this now". (I thought about that for a long time.) -- WaldenMathews Last edit June 2002

## C2: Profile Before Optimizing

All other things being equal, everyone wants their code to run as fast as possible.

An unceasing temptation is to "optimize as you go", by writing things at a lower level than you really should (e.g. reaching directly into arrays, using a reference to an instance variable in an overridable method instead of using the getter method, etc.) or adding lots of execution shortcuts for special cases.

**This almost never works.**

Human beings, even experienced programmers, are very poor at predicting (guessing) where a computation will bog down.

**Therefore**:

Write code according to constraints besides performance (clarity, flexibility, brevity). Then, after the code is actually written:

1. See if you actually need to speed it up.
2. Profile the code to see where it's actually spending its time.
3. Focus on the few high-payoff areas and leave the rest alone.

There are lots of ways to improve performance once you know where to do it: use a data structure that better fits your needs (lots of inserts vs. lots of deletes, lots of space vs. lots of time, etc.), make your algorithm more clever (cache results, take advantage of order, traverse only what you need to, etc.), switch to a lower-level language, or even implement the high-payoff area in hardware.

But if you start haphazardly trying to optimize before you actually know where things are bogging down, you're guaranteed to be pessimizing your development efficiency.

When it comes time to optimize a piece of software, always get profiling information first, so you can tell where you need to spend your time making improvements. Without profiling data, there is no way of knowing for certain whether any "improvements" have indeed improved the code (very similar to using UnitTests to determine when a project is finished).

Usually, "profiling" means getting a profile of time spent in various routines or subsystems. This allows for optimizing for speed. Optimizing for [memory] space, or cache misses, or whatever else can be done, though some might take a little wizardry to get good profile data.

Optimizations need not be tiny tweaks, either. They could be wholesale replacement of a O(N\*N\*N) algorithm with a O(N\*N), or outright elimination in the most grievious cases.

*ThreadMode discussion:*

[[ Someone please link in examples, eg Kent's war-story regarding three 12K strings or date-range objects (perhaps somewhere out in NullObject space?) ]]

Does somebody have experience with profiling in Java? I had problems because the JustInTimeCompiler changes the speed behaviour of the program, therefore making it difficult to profile. It seemes that the JustInTimeCompiler is turned off when getting profiling information.

Hm... any ProfilerTool which measures speed of a program requires clock cycles and memory, I suppose. HeisenbergUncertaintyPrinciple, eh? Observing something changes it. ^\_^ So fudge a few tenths of a second? See JavaProfilers

I generally agree with this - but how does this idea interact with some of the standard performance idioms you use as a matter of course? For example, in C++ I frequently pass parameters by const reference, not value, so as to avoid the overhead of frequent copy constructors. Yes, in a sense that is an optimisation, but it doesn't (IMHO) impact maintainability, and can dramatically impact performance. It's also tedious to put in after the fact since it involves lots of edits. -- BurkhardKloss

*Ferinstance, consider k db (from http://www.kx.com, or see http://www.aplusdev.org for its precursor): every operation performed by the machine is a transaction. If you put 50 machines in a cluster they combine to form a single-threaded state machine. But that's very fat state, such as multi-gigabyte database columns being "single objects". And the result is meaningfully fast, with real time performance guarantees. Anyways, the specific relevance here is that k semantics are call by value, but the underlying implementation is call by reference with copy on write. The more general relevance is that here is an example of a very-high-level design and implementation which, at least in its target domain, beats the socks off of analogous implementations which focus on lower-level optimizations. Or, even more generally, the fact that you focus on const parameters as an issue means you're likely missing the big picture.*

*It's interesting to look at the native java drivers for k db. There's a trivial database interface which is much faster than jdbc -- they can be freely downloaded, last I checked. Connection pooling, and other "optimizations" aren't implemented because they slow the system down. jdbc is layered on top of that, for people who can live with the speed penalty that the jdbc design imposes.*

Yeah, I write in Java, and I always pass parameters by const reference :-) . For things like this, the question is, "Why wouldn't you do this?" If, as you point out, there's no reason not to -- including maintainability -- go ahead and do it: it's free.

If there is any impact on clarity or any other aspect of maintainability, though, then you're making a purchase, and you should put off making it until you know whether you need to. The principle is stated extremely because most of us, most of the time, think of things as free that aren't (e.g. external iteration code). –GeorgePaci

I believe this is merely an example of using an language as it is intended, not an optimization. In C++, you need to be aware of the differences between references, pointers, and values and use them appropriately. –WayneMack

When it comes down to it, passing by const reference simply to avoid a copy is an optimization, and more importantly **one the compiler can do for you** (and yes, I have tested this (with gcc 4.7)). One of the nice things about C++ specifically is that it goes to great lengths to promote so-called “value semantics,” the homoiconity between fundamental types and complex user-defined data types that allows you to Say What You Mean. Limiting the use of const reference parameters to things like copy constructors and assignment operators, things for which crefs are absolutely the norm (to the extent that the compiler will provide their definitions for you!), I find makes code appreciably, though not overwhelmingly, more readable. I don’t have to worry about whether I actually can make my functions const or whether I have to call by value, because having proper value semantics ensures that things Just Work. In other words, don’t be so quick to give up the generalizability (read: future extensibility) and possibly clarity of your code to do something which not only may be unnecessary, but may in fact be done for you once you crank your compiler up to -O11! In (yet) other words, ProfileBeforeOptimizing.

BurkhardKloss writes *how does this idea interact with some of the standard performance idioms you use as a matter of course?*

The example he gives turns out not to illustrate his point well, but there are others. In Java, it is common to use a StringBuffer rather than the string concatenation operator (+). And some recommend declaring local variables outside loops rather than in them. Both of these performance idioms reduce readability (unless you are very familiar with them, at which point they are transparent).

Although these tricks apparently helped in Java 1.0, they are both approximately neutral in 1.2, and can be harmful to performance in 1.3. Why? Because the JVMs and compilers have improved substantially and are now clever enough to optimize away the performance issues that the idioms fix. But they aren't clever enough to recognize what they idioms are doing, so they can't apply the same optimizations.

So a former performance idiom has become a liability. And for many programmers who were taught these as rituals rather than optimization tricks, they have become OldRulesWithForgottenReasons. Yuck! So the general rule of ProfileBeforeOptimizing still holds.

-- WilliamPietri

Probably first published in The ElementsOfProgrammingStyle by BrianKernighan and PjPlauger. They have some other maxims in this area:

* Make it clear before you make it fast
* Make it correct before you make it fast

The bottleneck isn't where you think it is.

I can certainly recall examples from my own and colleagues' code where I (or they) did not know where the bottleneck was. However, I can also recall many examples where, after a moment's thought, I did know where it was.

The very fact that you know which were which shows that you tested your intuitions, rather than just assuming they were always right, which illustrates the thesis of this rule. Same is true of the fact that your intuitions weren't correct 100% of the time...that too illustrates the value of the rule. Obviously some people will never have correct insight, but they should only be following the first of the RulesOfOptimization, not the third.

The ProfilerTool is still useful as insurance if nothing else. Your time is valuable. Even if you're right, you need objective evidence to justify spending time fixing the performance problem. So I'm not disputing the advice to ProfileBeforeOptimizing. However, I don't recall ever seeing any evidence that the rule itself ever been tested scientifically. Is it just FolkWisdom? Or is my concern MetaWisdom gone awry?

Even if you know exactly where the bottleneck is, it's often handy to measure the effect of your optimizations, if only so you know when to stop optimizing.

Also, it's nice to have concrete numbers to satisfy your curiosity and to put in your status report.

This is how I profile: I launch the program, then stop it manually a few times. Each time I stop it, I have complete access to all context information - local vars, the stack trace, and everything. You don't need that many samples to know that e.g. a certain SQL execution, or some string copying, or whatnot, is eating a lot of CPU cycles.

At least, this method tells me where the wall clock time goes, which is often the most important. A situation where my method is indispensable (compared to automatic profiling tools) is in interpretive environments. Sure, it spends its time handling some large datastructure, but \_where\_ in that datastructure. So what my method gives me is not just "which function uses the time", but just as important "what are all those data that it is called with, all the time".

The method is also excellent in a distributed system: "Oh, so it is waiting for that server most of the time", "let's see what it was asking for - could we maybe bulk process that?".

Also, my profiling doesn't interfere with the normal execution - or, well, it requires debug information, which rules out certain optimizations, but aside from that... -- BjarkeDahlEbert, Nov 2003

A good ProfilerTool should be able to capture key values for you as it profiles, recording these against the timestamps it collects. You shouldn't need to stop the program manually. This is much less likely to be accurate. For instance, the break you're providing by stopping the program could allow asynchronous database reads to progress outside your measured execution time, skewing the results.

MikeDunlavey replying to the above paragraph: Assume the program is not optimal - it's spending some wall time it doesn't need to, and you want to find that. If there is a small routine doing a bubble sort of a large integer array, then any CPU profiler showing self % should find it. If it is sorting strings, calling strcmp, then only profilers showing inclusive (total) % would show it. If the routine is not small, but is big as many are, you are left hunting in it for the guilty code, possibly focusing on the wrong statements. If the profiler gives you a graph with the inclusive %, maybe you can find it if strcmp is not called in too many places. Now suppose the problem is not a long bubble sort, but a few routines each being called one time too many times from somewhere. If this is happening simultaneously at different levels of the call stack, those factors can multiply together, but no CPU profiler will really show where the problem is. Suppose the problem is various different class objects being created and their constructors being run when they could in fact be re-used. CPU profilers will have a hard time with this because it is not clear how to summarize the results in a way that draws attention to the problem. Now suppose the call tree is fairly deep, going down into library, system, or routines written by others, that just happen to do some IO, like logging something you're not aware of, pinging out for an internet address, looking for a resource on a dll, shelling out some command-line function, etc. etc. If the profiler is a CPU-profiler, it is blind to that, so there is no way it can possibly tell you a big % of wall time is going into that. The long and short of all this is - typically you need to FIND THE PROBLEM, not MEASURE STUFF. Accuracy of measurement is not the goal. If you can find out what's really taking a lot of time that you can fix, do you really care if you only know the amount of time is somewhere between 40% and 60%? If you fix it, you can easily find out how much time you saved, to any accuracy, by just timing it. But if you can't find the problem, you can't fix it. There is a widespread assumption, which is not a theorem, that any of these problems will be found if you only had the right profiler, but that's a giant IF. Bjarke's method can find any of these problems effectively, because it applies all the intelligence of the programmer to understand what's going on, rather than hoping some automatic summarizer will draw attention to it. If you halt it and examine the state 10 times, then any problem whose fixing would save 50% of time will be precisely in evidence on roughly 50% of the samples. On the other hand, if you want to be told precise measurements, and be told there is no evident problem (though there may be one), then use a profiler. Self-deception always feels good.

See ProfilerTool for discussion and comparison of specific profilers.

I have been collecting some basic optimization rules for years and so far have come up with this list:

* It is faster to do something once than to do it 10,000 times.
* Fastest I/O is no I/O (I think this one is from BrianKernighan)
* Only optimize code that is slow

Of course these rules should be applied only if the above rules have been considered. – RichieBielak

JustOneOptimization - fixing the worst of your problems may cause the next 10 to drop off the scope. Therefore, follow the first three rules of optimization, do JustOneOptimization, then start again at rule #1.

I know this one's widely accepted (i.e. not my idea), but it ain't mentioned here yet and I don't know an apposite Knuth/Kernighan/Ritchie/Beck quote to put on its page to sit along with the other three - anyone got one? -- BrianEwins

I've seen quite the opposite. Fix just one, most of the rest of the system crawls.

It is much better to make the code simpler. JustRefactorTheCode: Simple code has almost always good performance. If the code is simple enough, fixing all the performance problems with just one tweak should be easy. –GuillermoSchwarz

[This is simply not true in some programming domains, in particular I am thinking of numerical analysis (or other heavy simulation code). It is precisely in these sorts of domains where complicated code and algorithms may be justified because they can realize huge gains over simple (and often naive) code. The question of whether this justifies the maintenance cost is , of course, application dependant.]

*ReFactoring code has nothing to do with simplicity or complexity of algorithms, merely how the algorithms are expressed. The more complicated the expression of the algorithm becomes, the more difficult it is to identify areas for possible improvement. It also increases the the liklihood of making otherwise obvious mistakes. One reason simple code tends to have better performance is that it is harder to hide bad decisions.*

I like: "More computing sins are committed in the name of efficiency (without necessarily achieving it) than for any other single reason - including blind stupidity." – WilliamWulf

Does anyone have a source for the observation that "Human beings, even experienced programmers, are very poor at predicting (guessing) where a computation will bog down." (and that profilers are better)? It's widely known and I'm not disputing it, but it would be nice to know it was more than anecdotal.... TIA, Alan.

Don't forget what may be the simplest, and quite possibly most effective, way to find performance problems. You run the program under a debugger and, while it is doing whatever takes too long, manually halt it with a "pause" key. Make a record of the call stack. Do it again. Compare the call stacks to find common call instructions. Look for these call instructions in the source code to see if they are truly necessary, or could be avoided. If necessary, take additional samples of the call stack until you find such calls. Four or five is typical; I've never needed more than 20. The reason this works is that the call stack exists for the entire time your program is running, and any call instruction that is active on the call stack some percent of the time, say 30%, would save you that much if you could avoid it. Certainly you could try to speed up the routine being called, but it might be a lot easier just not to call it so much. Unfortunately, most profilers summarize at the level of whole functions / methods rather than on the statements / instructions where the calls occur. -- MikeDunlavey

That seems like a wise and experience-driven approach to profiling.

Thanks, and it's good to see that BjarkeDahlEbert above had the same idea. I think the world is profiler-happy at the moment, which is focussing on the tool, not the problem. I've seen people using profilers be pleased to get 20 percent improvement. With this method, whole gobs of stuff can be cut out, and 20 times is not too unusual.

The profiler says the bottleneck is network latency. The client and server are three hours apart. Now what?

*Find a way to use fewer round-trip interactions between the client and the server.*

I'd say to go with an ISP with more direct wiring. 3 light hours (around 21.64 AU according to google) is about the distance from the Sun to Uranus (no jokes please). I am assuming you aren't from SETI and that electrical signals travel at a significant proportion of the speed of light. -- AaronRobson