Ethics

It is necessary to distinguish between two ethical concerns relating to this project. Firstly, the project must in itself be conducted in such a way that it lives up to generally accepted ethical standards for scientific research. Secondly, however, it is important to consider the potential consequences of successful implementation of a model of the type that the project seeks to construct. While the two are naturally intertwined, they are nevertheless distinct issues, and will consequently be analysed as such below.

# Research ethics

In addition to the general significance of sound research ethics, the subject matter of the present project makes it even more important to consider ethical questions. It would not be ethically defensible to work with statistics on stops and searches if it was possible to identify individuals from the information gathered. While it is common practice for states to keep criminal records, and for employers to require job applicants to submit their criminal record, it is generally accepted that the sharing of criminal records always happens with the consent of the relevant citizen. The project does not contain any information that could be used to directly identify the individual subjected to the stop and search.

Without containing information directly identifying the individual being searched, the data could, however, contain information that with some significant precision could be used to infer the identity of the individual. Upon thorough consideration, it has been concluded that this is not the case. The data provider, i.e. the UK police, has anonymised the location data before making it publicly available. According to the API documentation, this means that all coordinates given fulfil the following criteria:

1. Appears over the centre point of a street, above a public place such as a Park or Airport, or above a commercial premise like a Shopping Centre or Nightclub.

2. Has a catchment area which contains at least eight postal addresses or no postal addresses at all.[[1]](#footnote-1)

If no such anonymous coordinate is found within 20 kilometres of the actual site of the stop and search, no location data will be given. This is found to be sufficient that the identity of the suspect cannot with any reasonable accuracy be deduced from the location data.

Finally, it should be noted that the UK police itself has made a conscious effort to anonymise the published data and more generally assure that it lives up to the relevant privacy standards. The API documentation explains that both the Information Commissioner’s Office and Data Protection specialists at the Home Office were consulted heavily in preparation for the launch of the API.[[2]](#footnote-2) While this does not alleviate the present study of any ethical responsibility, it does add to the confidence with which it can be concluded that the project lives up to the highest ethical standards.

# The ethics of crime prediction software

This project can be challenged on ethical grounds not only for its methods but also for the result that it is trying to achieve. While it has been established above that the means employed are ethically sound, it remains to be seen whether the ends are defensible on ethical grounds. It could rightly be objected that the present project fails to produce a workable piece of crime prediction software. This is undisputedly true, but the project does contribute to a growing literature on the field and does thus help to further the stated ends in a more general sense. On the basis hereof, it is still necessary to consider the ethicality of this type of crime prediction software.

It should firstly be noted that this ethical discussion draws heavily on a number of well-established academic debates. Most prominently, the literature on racial profiling in applied ethics must necessarily appear in the present discussion. Furthermore, the discussion must draw on various legal debates.

The aim of this project is to develop machine learning based software that allows the police to efficiently employ *group-based patrol[[3]](#footnote-3)* (Machine Learning-based Group-based Patrol, MLGP)*.* This terminology follows the framework set out in Applbaum (2014)[[4]](#footnote-4). Importantly, however, the literature in applied ethics focuses on racial profiling as employed by human law enforcement officers. As such, an assessment of the ethicality of MLGP must answer two questions: (1) To what extent is racial profiling *simpliciter* ethically defensible, and (2) Are there any relevant features that makes MLGP ethically different from human racial profiling (HRP)? Since any answer to the latter question necessarily must draw on the former, an outline of an answer to the first question will be set out below. In the following discussion, it will be assumed in line with the literature on the subject that the generalisations are factually sound, and that no other, better selection tool is available. These assumptions can reasonably be challenged, but under non-conforming circumstances, the main issue for racial profiling would not essentially be ethical.[[5]](#footnote-5)

A typical defence of racial profiling would be couched in consequentialist terms. Assume for a moment that an action is right in proportion to its tendency to promote positive consequences. One brute analysis under this framework would hold that the negative consequences, i.e. inconvenience to innocent members of groups overrepresented in crime statistics, would be outweighed be the positive consequences to society of more efficiently preventing crime. An objection based on the argument of Hellman (2014)[[6]](#footnote-6) would be that innocent members being stopped experience something *more* than just the experience. She argues that the generalisation employed comes with a certain historically and social content that in some way insults and demeans the individual. However, even while incorporating such negative consequences, it is highly doubtful whether a reasonable consequentialist analysis would find that racial profiling produced more negative consequences than positive ones. Moral intuition that this conclusion is false is more likely the result of Rawlsian objections to utilitarian aggregation along the lines of the “separateness of persons” objection, than it is in fact an objection to the consequentialist calculation employed.
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