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3. **Short description and motivation:**

The goal of this thesis project is to explore computational ways of determining language variation using existing tools and resources (e.g. corpora/word lists, POS taggers, syntactic parsers, large language models, etc.; the extent of the inquiry will be determined at a later stage). Not only would some measure of how “different” a sample is from the standard be useful, but identifying in which areas and to what extent the two differ could be largely useful for areas of linguistics that deal with historical or nonstandard variations; while developing such a measure seems to be beyond the scope of this thesis, testing methods for the detection of linguistic variation could contribute to future research in this direction. For example, systematic detection of these differences could speed up comparative analyses of dialects, especially when there is much data to compare; understanding the ways in which a text diverges from the standard could lead to developing better pre-processing tools for it to undergo further processing (e.g. POS tagging), which then, in turn, could be used for other kinds of quantitative inquiries about the nature of the dialect. On the other hand, the identification of variation in language does not only concern historical linguistics, sociolinguistics, or dialectology. There do exist issues with NLU systems not handling nonstandard pronunciation, vocabulary, or syntax well. While this project does not intend to provide a solution for these issues, perhaps it could help with pinpointing the differences and therefore with the faster development of solutions to counteract the issues arising from those differences.

The project will utilize a previously unpublished, manually annotated (to the extent that it is needed) text in late 19th-century Polish, which is not standard. This data will then be used to test various tools trained on / developed for modern Polish (e.g. NKJP, Polish UD, Polish Parliamentary Corpus, various other corpora), and the results of that testing will hopefully reveal whether it can be used for variation identification: depending on the kind of access that I have to the various tools listed, I would, first and foremost, like to see what kind of variation (orthography, morphology, perhaps syntax) can be identified using various existing taggers and lemmatizers. Depending on the time and the kind of access that I gain to some of the resources, I would also like to determine in what ways the lexicon of the text in question differs from modern Polish (i.e. compare which words are not present in modern Polish resources). While I intend to detect the variation in the aforementioned 19th-century memoir, I want to compare the results obtained from this data with those from the pre-annotated corpus of 17th and 18th-century Polish, if time allows.

1. **Required knowledge and skills:**
   1. Polish
   2. Python (including various libraries)
   3. Linguistics (including annotation, language variation)
   4. Machine Learning (finetuning transformer models)
2. **A list of resources[[1]](#footnote-1):**
   1. [NKJP (The National Corpus of the Polish Language)](http://nkjp.pl/), hopefully including programming access (in progress)
   2. [Polish UD treebanks](https://universaldependencies.org/pl/index.html)
   3. [*Morfeusz 2* tagger](http://morfeusz.sgjp.pl/)
   4. [UD POS tagger](https://cloud.gate.ac.uk/shopfront/displayItem/tagger-pos-pl-maxent1)
   5. [*Marmot* tagger](http://cistern.cis.lmu.de/marmot/models/CURRENT/)
   6. [BERT for Polish](https://huggingface.co/dkleczek/bert-base-polish-cased-v1)
      1. And the corpora it is trained on
   7. [Stanza Lemmatizer](https://stanfordnlp.github.io/stanza/lemma.html)
   8. [Korba (The Electronic Corpus of 17th and 18th century Polish)](https://korba.edu.pl/download)
   9. *Wspomnienia Juliusza Czermińskiego* (The Memoirs of Juliusz Czermiński)
3. **Work plan:**
   1. Weeks 3-6: consulting with the supervisor, gathering resources and background reading.
   2. Week 5: presenting the thesis plan.
   3. Weeks 6-8: deciding what annotation to use and carrying it out on a chunk of the data.
   4. (Additionally) Weeks 7-8: spring break.
   5. Week 9: training a BERT-based POS tagger.
   6. Weeks 10-12: testing the taggers and the lemmatizer.
   7. Weeks 13-14: error analysis, identifying methods for processing the error statistics into usable language variation information.
   8. Weeks 15-22: finishing writing, spare time in case any of the stages before take longer than expected, working with the NKJP programming access, if obtained.
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