Texture descriptors, voxels, and cognitive tests for the early diagnosis of Alzheimer’s disease
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Abstract

A method for performing early diagnosis of Alzheimer's Disease (AD) is proposed in this paper that combines separate SVMs trained on different texture descriptors extracted from slices of MRI that represent the Magnetic Resonance Image as well as separate SVMs trained on markers built from the voxels of MRIs. To reduce computation time, both texture features and voxel-based features are selected using different feature selection algorithms. To enhance performance, a combined biomarker that includes the age of each subject and several cognitive measures are used to train another SVM. These SVMs are then combined by weighted-sum rule for a final decision. Moreover, we have tested the performance of five different convolutional neural networks fine-tuned for MRI classification. The evaluation of our system on the ADNI dataset shows the efficacy of the proposed ensemble and demonstrates a significant contribution in accurate prediction of AD. The code for reproducing all experiments will be available at <https://www.dropbox.com/s/bguw035yrqz0pwp/ElencoCode.docx?dl=0>
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1. Introduction

Today over forty-seven million people around the world are affected by Alzheimer’s Disease (AD) (Alzheimer's Disease International, 2015a, 2015b). An early and accurate diagnosis of AD is currently highly demanded, as it represents a way for treatments to effectively slow the progression of the disease. Research that investigates the symptomatic pre-dementia stage of AD most commonly referred to as Mild Cognitive Impairment (MCI) is essential if we are to develop better methods for predicting whether MCI will convert to AD (MCIc) or not (MCInc).

Although a definite diagnosis of AD can only be obtained through a post-mortem analysis, currently the clinical diagnosis relies mostly on a neuropsychological assessment of the patient, with the aim of ascertaining the presence of a cognitive impairment (G. McKhann et al., 1984). In a recent revision of the diagnostic criteria by the National Institute on Aging-Alzheimer’s Association workgroup (G. M. McKhann et al., 2011), new supportive features were considered for the diagnosis of AD, including neurogenetic testing, measurements of cerebrospinal fluid (CSF), amyloid and tau, and neuronal injury biomarkers as measured through neuroimaging techniques, such as Magnetic Resonance Imaging (MRI) and Positron Emission Tomography (PET). MRI and PET neuroimaging techniques are indeed able to provide measurements of atrophy and metabolism/amyloid markers, respectively. Changes in these features are detectable even before dementia is evident (Albert et al., 2011; Sperling, Aisen, et al., 2011).

MRI is less expensive than PET and is noninvasive and more widespread in both Western and non-Western regions. These features make MRI a suitable technique for the early detection of AD neuronal degeneration and for monitoring the progression of the disease in clinical trials (Sperling, Jack, et al., 2011).

Because of this, a considerable effort has recently been spent in the research for the implementation and development of advanced MRI processing techniques able to exploit the power of Machine Learning (ML) for enhancing diagnostic accuracy in the automatic early diagnosis of AD. Such systems may be capable of detecting pathologies through the automatic analysis of brain MRI volumes without apriori hypotheses on the location of the relevant information. This capability could not only move the detection of AD forward, but also improve our understanding of the disease.

One of the biggest issues in the classification of MRI for the automatic diagnosis of AD is the so-called curse-of-dimensionality problem, which is a consequence of the high dimensionality of MRI feature vectors and the low number of training patterns available in most MRI datasets relevant to AD. Therefore, the implementation of ML approaches able to select a subset of the original MRI feature set that are also powerful enough to achieve high classification performance will play a key role in the early detection of AD.

To date several texture approaches, such as the Gray-Level Co-occurrence Matrix (GLCM), Wavelet Transformation, the Statistical Approach, and the Local Binary Pattern (LBP), have been applied to the problem of AD diagnosis (Bustamam, Sarwinda, & Ardenaswari, 2018). In (Zhou, Liu, Zhou, & Xia, 2010) texture was found to be highly correlated with the hippocampal volume changes associated with AD. In (Zhang, Chunsui , & Lian, 2012) the GLCM approach using different sized Regions of Interest (ROI) in 3D MRI texture features succeeded in discriminating MRI images of patients with AD from images of normal patients. Zhang et al. found that GLCM and Run Length Matrix (RLM) could also be used to analyze the texture of the hippocampus. In  Simoes, Slump, and Marie (2012), a local statistical method based on a co-occurrence matrix texture map is introduced to diagnose the onset of AD by discriminating images of patients with MCI from Cognitively Normal (CN) subjects.

In this work, we propose a new classification system based on multi-domain sets of features. Separate SVMs are trained on these data and combined, and different feature-extraction and selection approaches are compared for training the SVMs that select different subsets of the whole set of the original data features.

Specifically, we test the following feature-extraction and feature-selection techniques on different MRI studies:

* Two different feature methods based on voxels (Nanni, Salvatore, Cerasa, & Castiglioni, 2016);
* A set of texture descriptors extracted from each slice of an MRI; for each descriptor, a different SVM is trained and the set of SVMs is then combined by sum rule. Since the descriptors are extracted from each slice of the MRI, a huge feature vector is finally obtained; a subset of the feature set is retained using different feature selectors before feeding into the SVMs;

The labels predicted by the classifier trained on MRI data are then combined with those predicted by an SVM trained on age and cognitive measures. These cognitive measures are Mini-mental state examination (MMSE), Clinical Dementia Rating-Sum of Boxes (CDR-SB), Rey's Auditory Verbal Learning Test (RAVLT), Functional activities questionnaire (FAQ), and Alzheimer's disease assessment scale-cognitive subtest (ADAS-cog).

1. Proposed system

The proposed system relies on the analysis and combination of different feature-selection methods and texture-descriptor approaches, each of which are briefly introduced below. SVM (Duda, Hart, & Stork, 2000) is the main classifier (tested using both histogram and the radial basis function kernel) and is implemented using LibSVM (https://www.csie.ntu.edu.tw/~cjlin/libsvm/).

* 1. Feature selection

In the experimental section, we test the following feature-selection (FS) approaches:

* Fisher score (Fi) (Duda et al., 2000), an approach based on discriminative methods;
* Kernel PS (KPS) (Gutkin, Shamir, & Dror, 2009), an FS technique that discovers nonlinear correlation among the features by computing an approximation between a given matrix and a given vector of labels;
* Aggregate selection (AS) (Nguyen, Khosravi, Creighton, & Nahavandi, 2015), an FS approach that combines the feature ranking obtained using Fi (Duda et al., 2000), T-test (Duda et al., 2000), and the Sparse Multinomial Logistic Regression via Bayesian L1 Regularization (Cawley, Talbot, & Girolami, 2007).
  1. Texture Descriptors

The final feature vector is provided by concatenating the feature vector extracted from each slice of an MRI. The size of this feature vector is huge and needs to be further reduced via an FS algorithm. In the experimental section, we test the following FS approaches:

GABOR: Gabor filter (Fogel & Sagi, 1989) features are extracted from several different values (experimentally evaluated) for scale level and orientation. The best result obtained was with five different scale levels and fourteen different orientations. The mean-squared energy and the mean amplitude were calculated from each possible combination between scale and orientation. This method resulted in a feature vector of size 5×14×2.

WAVE: features are extracted from the horizontal, vertical and diagonal detail coefficients from wavelet decomposition (Meyer, 1992) at level 0 to 9. For each level we use the square root of the sum of all the horizontal, vertical, and diagonal coefficients as the feature. Three wavelet mothers are used: Haar (H); Daubechies 4 (DB); Coiflets 2 (CO). WAVE-x means that we extract the features using the 'x' wavelet mother.

GOLD: Gaussian Of Local Descriptors is a method that extracts a set of features proposed by Serra et al. (2015). This method is an improvement of Bag of Word (BoW) (Csurka, Dance, Fan, Willamowski, & Bray, 2004). The canonical BoW descriptor extracts local features that generate a codebook, and this codebook in turn encodes the local features into codes that form a global image representation. The codebook generation step is performed through clustering methods on the training set. GOLD generates the codebook via a flexible local feature representation obtained through a parametric probability density estimation that requires neither quantization nor a training set. The feature vector is fed into an SVM with a histogram kernel.

Specifically, the extraction of the feature vector can be described as a four-step process:

Step 1 *Extract Features*: dense SIFT descriptors are extracted on a regular grid of the input image;

Step 2 *Apply Spatial Pyramid Decomposition*: the image is decomposed into subregions by a multilevel recursive image decomposition; features are then softly assigned to regions according to a local weighting;

Step 3 *Estimate parametric probability density*: each region is represented as a multivariate Gaussian distribution of the extracted local descriptors by inferring local mean and covariance;

Step 4 *Project on the tangent Euclidean space*: After the covariance matrix is projected on the tangent space, it is concatenated to the mean to obtain the final region descriptor.

TERNARY CODING (TC) (Tan & Triggs, 2007): features are extracted from a variant of LBP that addresses some critical limitations of LBP (Ojala, Pietikainen, & Maeenpaa, 2002), especially its high sensitivity to noise in the near-uniform regions. Because TC offers a higher level of granularity, it is able to extract a greater number of textural features (Paci et al., 2013).

Since each digit of a LBP code is assigned to a 0 or a 1, codes range in [0, 2P-1]. The descriptors are the histograms of these binary numbers. TC extends s(x) such that the different *x* are encoded with three values instead of two using a threshold around zero.

Features are extracted using the Moore neighborhood (P=8,R=1) as well as (P=16,R=2), both with = 0.1 and by extracting normalized uniform bins.

CONVOLUTIONAL NEURAL NETWORKS (CNNs*):*CNNs the repeated concatenation of five classes of layers: convolutional (CONV), activation (ACT), pooling (POOL), fully-connected (FC), and classification (CLASS). We test and combine the following CNN architectures:

* AlexNet (Krizhevsky, Sutskever, & Hinton, 2012) is the 2012 winner of the ImageNet ILSVRC challenge.
* GoogleNet (Szegedy et al., 2015) is the 2014 winner of the ImageNet ILSVRC challenge.
* VGGNet (Simonyan & Zisserman, 2014) placed second in ILSVRC 2014. The two best-performing VGG models (viz. VGG-16 and VGG-19), with 16 and 19 weight layers, respectively, are available as pretrained models.
* ResNet (He, Zhang, Ren, & Sun, 2016) is the winner of ILSVRC 2015. ResNet is a network that is about twenty times deeper than AlexNet and eight times deeper than VGGNet.

Each pre-trained CNN has been fine-tuned with the training set of the target problem. The training procedure sets the maximum number of epochs for training to 20, fixes the learning rate to 0.0001, and uses a mini-batch with 10 observations at each iteration.

From each MRI we extract the 100 central slides. Thus, each MRI is represented with 100 2D images, and each of these images is classified by CNN. The final classification score of a MRI is given by the sum rule of these 100 scores.

* 1. Global Grading Biomarker

The Global Grading Biomarker (GGB), tested in Tong et al. (2017), is a grading function that propagates disease levels of CN and AD, which, when combined, form the training population. The relationship of the training population to each MCI subject is modeled through a weighting function using a sparse representation method.

Since each MCI subject is assumed to lie in the space of the training population, it can be represented through a linear combination of CN and AD. After performing an FS process, *K* discriminative voxels and *K* intensity values are extracted from each image. Given , which contains the intensity values of *N* training images, and , which contains the intensity of an MCI image, a sparse representation of the MCI subject is obtained (for details, see (Tong et al., 2017)).

The nonzero coefficients indicate that the corresponding training image has been selected to propagate its clinical label information to the target MCI subject. Using the L1 norm in, one subject is selected, while the other is discarded; adding the L2 norm produces a grouping effect over the sparse coding coefficients so that both subjects can be used to calculate GGB.

The scoring of each MCI subject is based on the coding coefficients and the clinical status of the selected training population. The clinical status of a training image is denoted as . If the training image is for an NC subject, is set to 1; if for an AD subject, it is set to -1. A global grading value of the target MCI subject is then calculated by

where *N* is the number of training images and is the coding coefficient corresponding to the training image If GGB is close to -1, then this indicates that the MCI subject is likely to convert to AD within the given time period. If GGB is close to 1, then the MCI is less likely to convert to AD within the given time period.

* 1. Combined Biomarker

GGB is calculated for each MCI subject and then combined with the age of that subject and the results of six cognitive tests, resulting in a *combined biomarker*. As stated in Section 1, the cognitive measures used in the combined biomarker are MMSE, CDR-SB, RAVLT, FAQ, and ADAS-cog. These standard cognitive measurements, which are widely used in assessing cognitive and functional performance of dementia patients in clinical practice, are described in the ADNI General Procedures Manual (The Alzheimer’s disease neuroimaging initiative (ADNI)).

* 1. Voxels

The following preprocessing methods are applied to a given MRI image (for details, see (Salvatore et al., 2015) ): 1) image re-orientation; 2) cropping; 3) skull-stripping; 4) image normalization to MNI standard space (MNI152 T1 1mm brain template); and 5) tissue segmentation into Gray and White Matter tissue probability maps. The final size of the MRI volumes is 121x145x121 voxels. This large feature vector is reduced using an FS algorithm (see section 2.1) before training the SVM.

1. Experimental Section

The following four datasets belonging to two different brain MRI studies (both based on Alzheimer’s Disease Neuroimaging Initiative data repository) have been used to test the performance of our methods.

**Salvatore:** this set is composed of 509 subjects obtained from the Alzheimer’s Disease Neuroimaging Initiative (ADNI) data repository (adni.loni.usc.edu). Data were collected from 41 radiology centers and include 137 AD, 76 MCIc, 134 MCInc, and 162 CN. The follow-up period to observe the conversion to AD was 18 months. For each patient, data from the screening or the baseline were considered. The final dataset is made up of T1-weighted structural MR images of the patients acquired at 1.5 T according to the standard ADNI acquisition protocol (Beheshti & Demirel, 2015; Jack et al., 2008). All images underwent a preprocessing step consisting in a 3D-gradwarp geometry correction for gradient nonlinearity and a B1 intensity correction for non-uniformity.

The following three classification tasks are performed: AD vs. CN, MCIc vs. CN, and MCIc vs. MCInc. The validation of the classifier is performed using a 20-fold cross-validation (CV). More information about the dataset and the splitting indexes can be found at <https://github.com/christiansalvatore/Salvatore-509>.

**Moradi:** this is the dataset used in Moradi et al. (2015) . Patients in the MCI group were classified as progressive MCI (164) if a conversion to AD during a three-year follow-up was observed. Patients were classified as stable MCI if the diagnosis was MCI at both baseline and 36-months follow-up. The validation of the classifier is performed using a 10-fold CV approach.

In Tables 1-2 we report the error under the ROC curve performance indicator (100-area under the ROC curve) obtained using the following methods:

* FULL: all the features (the combined biomarker) proposed in (Tong et al., 2017), see sections 2.3 and 2.4 above;
* NoCogn: SVM trained considering only two features used in (Tong et al., 2017), i.e., the biomarker and the age of the subject (no cognitive measures are used in this case, as they are very expensive to calculate).
* NoBiom: only age and cognitive measures are used as features (the complex (in terms of difficulty of implementation) biomarker proposed by Tong et al. (2017) is not considered).
* Feat(x): VOX approach (see section 2.5) based on the feature selection named x. To reduce the computation time, the feature selection named x is performed on the 10000 features selected by Fi.
* FeatFUS: fusion between SVM trained with Feat(KPS) and Feat(AS).
* CNN: It is the fusion by sum rule among the scores obtained by the five tuned convolutional neural networks reported in section 2.2.
* Random: random subspace method for managing the high dimensional feature vector, random subspace [5] of 50 SVMs each trained with a subspace built using 2000 features randomly extracted from the set of 10000 features selected by Fi.
* IMG: our image based approach proposed in this work. IMG is given by the weighted sum rule among (TC+GABOR+WAVE-H+WAVE-DB+WAVE-CO)+5×GOLD (the weight 5 used with GOLD means that it has the same importance in the fusion as (TC+GABOR+WAVE-H+WAVE-DB+WAVE-CO).
* IMG+CNN, the weighted sum rule among (TC+GABOR+WAVE-H+WAVE-DB+WAVE-CO)+5×GOLD+CNN.

Both the number of retained features and the parameters of SVM are selected with an internal 5-fold cross-validation on the training data (i.e., for each of the 20 folds of the CV, a further internal 5-fold CV is performed using only the training data). Note: the test set is always blind. Also, when we combine two methods (e.g. FeatFUS+IMG), the scores of each method (e.g. IMG and FeatFUS) are normalized to mean 0 and std 1 before the sum rule.

We want to stress that IMG coupled with FeatFUS obtains an interesting performance improvement in all the MRI case studies (see Table 2 as well). Clearly more studies should be performed on texture descriptors for improving the performance of IMG. In Table 2 we validate our approaches in other three datasets obtained from the ADNI data repository.

**Table 1. Proposed Ensembles**

|  |  |
| --- | --- |
| **FULL** | **11.64** |
| **FeatFUS** | **26.06** |
| **Feat(KPS)** | **32.19** |
| **Feat(AS)** | **26.41** |
| **IMG** | **27.62** |
| **GOLD** | **26.70** |
| **TC** | **43.40** |
| **CNN** | **36.70** |
| **IMG+CNN** | **28.45** |
| **Random** | **28.74** |
| **FeatFUS+IMG** | **24.84** |
| **FeatFUS+IMG+Random** | **24.76** |
| **FeatFUS+IMG+Random+6×FULL** | **10.66** |
| **NoCogn** | **15.19** |
| **FeatFUS+IMG+Random+6×NoCogn** | **13.80** |
| **NoBiom** | **16.61** |
| **FeatFUS+IMG+Random+6×NoBiom** | **13.29** |

The method proposed in (Tong et al., 2017) obtains very high performance. The fusion with our approaches permits only a slight performance improvement. In our opinion, the fusion of our ensemble with NoBiom or NoCogn produces more interesting result since the fusion is more useful.

**Table 2. Proposed Ensembles**

|  |  |  |  |
| --- | --- | --- | --- |
| Method | **AD vs CN** | **MCIc vs. CN** | **MCIc vs. MCInc** |
| Feat(KPS) | 6.7 | 9.2 | 36.5 |
| Feat(AS) | 7.0 | 10.4 | 35.4 |
| FeatFUS | 6.8 | 9.4 | 35.8 |
| Random | 7.2 | 9.3 | 34.0 |
| IMG | 7.4 | 12.4 | 32.7 |
| GOLD | 10.2 | 13.4 | 35.4 |
| TC | 17.8 | 20.0 | 41.8 |
| CNN | 11.5 | 21.8 | 37.7 |
| IMG+CNN | 7.3 | 12.7 | 37.4 |
| FeatFUS + Random | 6.7 | 9.7 | 35.1 |
| FeatFUS + IMG+ Random | **5.9** | **8.8** | 32.7 |
| (Nanni et al., 2016) | 6.7 | 11.1 | **31.4** |
| (Salvatore et al., 2015) | 24.0 | 28.0 | 34.0 |

It is interesting to note that in all the four datasets IMG permits to improve the performance of (FeatFUS+Random). IMG+CNN obtains performance similar to IMG, anyway it is clear that CNNs can be used in this classification problem, also if more tests (e.g. to choose the parameters tuning) should be performed to optimize them.

The new method proposed here obtains a performance that is slightly better than that reported in Nanni et al. (2016), where their approach compared favorably with respect to different state-of-the-art classification methods that were applied to the same dataset (ADNIset) used in this study (for the state-of-the-art see (Cuingnet et al., 2011).

Using the *Q*-statistic (Kuncheva, 2005), the error committed by FeatFUS+Random and IMG are (partially) independent. *Q* varies between −1 and 1. For statistically independent classifiers, *Qi*,*k* = 0. Classifiers that tend to recognize the same patterns correctly will have *Q* > 0, and those which commit errors on different patterns will have *Q* < 0. The Q-statistic between FeatFUS+Random and IMG is 0.786. Because of this partial independence, their fusion improves performance.

1. Conclusion

It is essential that methods be developed for early diagnosis of Alzheimer Disease (AD). Drugs now in trial show the greatest benefit to patients who have been diagnosed early; AD patients in a milder disease stage tend to respond better (Sevigny et al., 2016). It is hoped that even better results will be obtained if proper drugs are taken before the onset of the clinical symptoms.

In this paper, we propose robust ML methods for the early detection of AD. These methods combine MRI features with a so-called *combined biomarker*, which includes age and the results of cognitive assessments. To validate our approach, the system was tested using two different brain MRI studies (for a total of four datasets).

In future studies we will attempt to improve the performance of IMG by testing more descriptors (i.e., we will perform more tests using CNNs).

To reproduce our experiments, our code will be available at <https://www.dropbox.com/s/bguw035yrqz0pwp/ElencoCode.docx?dl=0>
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