1 Short Summary:

In our study, we developed machine learning models, including SVM, Random Forest, and Logistic Regression (with L1 and L2 regularization), to predict the likelihood of student academic dropout in higher education. Due to a high number of features and their inter-correlations, our models initially exhibited overfitting. To address this, we implemented feature selection techniques (PCA and feature importance analysis) along with model's parameter optimization. The refined models demonstrated improved performance, evidenced by a narrow gap between training and testing accuracy. Among the three, SVM marginally outperformed the others, achieving an accuracy of 80% and an AUC score of 0.89. Nonetheless, there is potential for further enhancement in model performance through additional feature engineering and more extensive parameter tuning.

2: How to run the code

Create the Conda environment using the provided YAML file:

Bash:

conda env create -f environment.yaml

In the src directory, you will find four Jupyter notebooks: data\_analysis\_final\_report.ipynb, data\_analysis\_model.ipynb, data\_analysis\_EDA.ipynb, and data\_analysis\_parameter\_optimization.ipynb. For a comprehensive view of the analysis, execute data\_analysis\_final\_report.ipynb, which integrates all individual parts. If you're interested in the specifics of each analytical segment, the other notebooks can be run separately to explore each in more detail.

3: Modify dependencies.

- Matplotlib >= 3.5.1

- Seaborn >= 0.11.2

- NumPy >= 1.22.3

- Pandas >= 1.4.2

- Altair >= 4.2.0

- scikit-learn >= 1.0.2

- SciPy >= 1.8.0
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